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PREFACE

One of the major missions of the Rome Air Development
Center (RADC) Is the development of procedures and techniques for
Improving the readiness and supportability of weapon systems. In
support of this mission, RADC has sponsored a myriad of studies,
analyses, and developments that have resulted In techniques, standards,
and procedures aimed at reaching this goal.

In the 1980s all the military services have recognized the
Importance of Improving the diagnostic capability of weapon systems as
a means for rapid troubleshooting and repair of these systems. The
research and development efforts conducted by RADC are reflected In
this guide by synthesizing the results of these many efforts and filling
gaps to provide both government and Industry with a compendium of
procedures and techniques which • ay be used to Improve the fielded
weapon systems' diagnostic capabl' /,.

Many other programs ,ave made the contributions that are
Included In these guides. Information has been freely Included from
various military service and industry work, Among these Is the Air
Force's Generic Integrated Maintenance Diagnostics Program
(GIMADS). The GIMADS Program has made available much of Its Air
Force-oriented material, which is Included In this guide. In this manner,
material from all of the other service organizations Is now available for
Joint Service use.

Three (3) guides have been written which are aimed at the
following users:

o Government Program Manager
o Contractor Program manager
o System Designer

Thus, the guidance material required by a specific user will be Included
In one of these three (3) guides.

It is believed that this guidance material represents a
comprehensive look at the problems In fielding a satisfactory diagnostic
capability and a structured system engineering approach to solving these
problems. RADC solicits comments on this guidance material, as a
means for Improvements In the coming years.



IDYGNOSTIC DESIGN ENCYCLOPEDIA

These guides have been prepared under contract by Glordano
Associates, Inc,, with subcontractor assistance from Grumman
Aerospace Corporation and Rockwell International.
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I NTRODUCTION

WHY ALL THIS WORRY ABOUT DIAGNOSTICS?

Let's put the diagnostic problem in its proper perspective.
You've got a problem with your automobile and you turn to a mechanic
for help. Historically, you realize that the problem may be fixed or
Indeed, for some reason, you may have to go back one or more times
before the problem Is corrected, or you give up. We are talking about
automobiles. Automobiles, which a manufacturer has produced tens of
thousands of times, have a historical record of their reliability and
maintainability and have been redesigned and reengineered many times.

When comparing your automobile to an extremely complex
weapon system that is pushing the state of the art and produced In
limited numbers, with questionable historical data on their operation, one
can easily understand the magnitude of the problem.

It is not the purpose of this guide to provide a comprehensive
discussion of the diagnostic problems, but rather to guide government
and Industry people In circumventing known problem areas. However, to
understand the magnitude of the problem a few examples follow.

In one six-month period, at one F-16 tactical fighter wing, over
13,600 maintenance manhours were reported for the processing of
unnecessary removals. This equals about 20 people just working on
troubleshooting these "good" items.

A DoD Task Force on Productivity in Support Operations
(1986) found that 20 to 50 percent of avionics maintenance actions
resulted in removal of Items with no evidence of failures.

The deployment of an avionics Intermediate shop for fighter
aircraft to a remote location can require anywhere from three to eleven
0-141B equivalent loads. In wartime, there just will not be enough cargo
aircraft to respond to this need. In peacetime, it's just plain costly.

The diagnostic problem Is not unique to any one service, nor to
any one type of weapon system. It manifests itself throughout the
military services, The problem can be an engineering or a field problem.
It can be a man or a machine problem. It can be a wartime or a
peacetime problem. It can be a prime system or a supportability
problem. The problem manifests itself in different ways for different
types of weapon systems, but the consequences are all the same--long
times to troubleshoot, removal of items which have not failed, long

-Xi-



I NTRODUCTION

logistic tails, and an overall lack of confidence in the entire diagnostic
capability. Obviously, the result Is lack of readiness and a waste of
dollars and manpower.

There are a multitude of reports which adequately describe the
problem, Two of these reports give a comprehensive picture of the
problem and possible solutions. These are:

"Isolation of Faults in Air Force Weapon and Support
Systems," Committee on Isolation of Faults In Air Force Weapon and
Support Systems, Air Force Studies Board, Commission on Engineering
and Technical Systems, National Research Council.

"Report for the Department of Defense on the Implementation
of Integrated Diagnostics," prepared by the National Security Industrial
Association's Integrated Diagnostics Working Group, September 1984.

HISTORICALLY THE IEBLDED DIAGNOSTIC CAPABILITY HAS NOT
LIVED UP TO THE PROMISESI

Government and Industry must share the responsibility for
what has happened In the past. On the government's side, there tends
to be a lack of knowledge on how to specify what Is needed and how to
make sure the government gets what It needs. On the contractor's side
Is a lack of understanding of the importance of fielding a satisfactory
diagnostic capability and still maintain schedule and cost limitations.
Hopefully, the series of guides produced under this program will help to
alleviate this situation.

The military services, as well as the Office of the Secretary of
Defense, understand the urgency of this problem and have established
multimillion dollar programs to help alleviate this situation, both from a
technology and a management perspective, For the most part, these
programs are generic-applicable to a variety of weapon systems.

!IWAGNOSTIC IMPROVEMENT PROGRAMS ARE UNDERWAY

-xii-



I INTRODUCTION

HOW CAN THIS GUIDE HELP YOU?

The outputs from many of the government.sponsored
programs are a variety of techniques, procedures, standards, and
devices which can be applied to the acquisition of a system's diagnostic
capability. However, this type of Information appears In a variety of
reports, military standards, specifications, and other documents. The
major focus of this guide Is to bring together this knowledge in a usable
form and tie this to the various diagnostic activities which occur during
the acquisition and deployment of, a weapon system. In addition, where
holes exist In this acquisition process, the guide attempts to fill them.
Following this procedure will help you In doing a better job of designing a
weapon system diagnostic capability.

This guide Is for use by the weapon system DESIGNER-- to
help him understand the relationship of the design of the diagnostic
capability to the prime system itself and to provide detailed method.,
procedures, tools, and trade-off Information which can be applied to the
design and demonstration of the weapon system's diagnostic capability.

This guide provides the user with a thorough compilation of
available testability/diagnostic design Information.

This guide Is the last of three documents. The first two are for
use by the Government and Contractor Program Managers, respectively.

THREE GUIDES * ONE FOR BACH TYPE OF USER. THIS ONE 19
FOR THE DESINER

-xlii-



D[FINmONS

WHAT DO WE MEAN BY INTEGRATED DIAGNOSTICS?

Before using this guide It Is imperative that you understand the
definition of a few words. The first term Is "testability", which Is defined
as "a design characteristic which allows the status of the unit to be
confidently determined In a timely manner." It Includes the capability to
detect, Isolate failures and minimize false alarms. Therefore, testability
may be regarded as inherent to the Item's design.

"Diagnostics" Is defined as "the hardware, software and/or other
documented means used tc determine a malfunction has occurred and
to isolate the cause of the malfunction." It also refers to "the action of
detecting and Isolating failures."

"integrated diagnostics" Is defined as a "structured design and
management process to achieve the maximum effectiveness of a
weapon system's diagnostic capability by considering and Integrating all
related pertinent diagnostic elements." The process Includes Interfaces
between design, engineering, testability, reliability, maintainability,
human engineering, and logistic support analysis. The goal Is a cost-
effactive capability to detect and unambiguously Isolate all faults known
or expected to occur In weapon systems and equipment In order to
satisfy weapon system mission requirements.

"Diagnostic capability" refers to the capability of the system to detect
and Isolate faults, utilizing automatic and manual testing, maintenance
aids, technical information and the effects of personnel and training.

"Diagnostic element" Is defined as one part of the diagnostic capability
(e. g., ATE).

"Diagnostic Subsystem" Is defined as all the diagnostic elements
which constitute a weapon system's diagnostic capability.

"Embedded diagnostic*" Is defined as any portion of the weapon
system's diagnostic capability which Is an Integral part of the prime
system or support system. "Integral" implies that the embedded portion
Is physically enclosed In the prime system and/or permanently attached-
-physically or electrically.

-XV-



F DE IiNMONS

"External dlagnostls" Is defined as any portion of the weapon
system's diagnostic capability which Is not embedded.

It Is Important to understand that Integrated diagnostics Is a structured
process for acquiring a diagnostic capability,

-xvi-



HOW TO USE THIS GUIDE

For a better understanding of the various diagnostic activities
that take place during the acquisition and deployment of a weapon
system, a Roadmap has been prepared for your use. The Roedmap
depicts all of the diagnostic activities that take place during each phase
of weapon system acquisition and deployment, The Roadmap Is shown
in Figure I (located at the end of this section), with Inputs and outputs
for each activity. This Roadmap gives the reader the entire picture of
diagnostic activities from beginning to end, It Is recognized that there is
no single Roadmap that can apply to all situations. Thus the Roadmap
is designed with multiple entry points to provide flexibility,

S THE ROADMAP GIVIE8I YOU THE BI0 PICTURE

The structure of the guide Is built around this Roadmap, The
following seven requirements were established which apply to the
Roadmap activities. These requirements are listed in Table 1.

Reference to a specific requirement is shown on the
Roadmap, so the reader can quickly relate a diagnostic activity on the
Roadmap to specific guidance Information contained in this guide.

-xvii-



TABLE 1. ESTABLISHED REQUIREMENTS

REQUIREMENT # REQUIREMENT

ESTABLISHING AND JUSTIFYING A PROGRAM
FOR ACQUIRING A DIAGNOSTIC CAPABILITY

2 ESTABLISHING AND ALLOCATING DIAGNOSTIC
REQUIREMENTS

SrofigiNING THE DIAGNOSTIC CAPABILITY

4 Atý. 'W,11 AND ASSESSMENT OF THE PERFORMANCE
OF THE DIAGNOSTIC CAPABILITY

* CONDUCTING DESIGN REVIEWS

!O CONDUCTING TEST AND EVALUATION

7 MATURATION OF THE DIAGNOSTIC CAPABILITY

Each one of these basic requirements Is followed by detailed
requirements (e. g., Requirement 3.1, Providing a Cohesive Diagnostic
Design Process). Each of these detailed requirements Is tied to a
weapon system activity and a weapon system acquisition phase.

The three guides ire structured In essentially the same way-
-the difference being the guidance material supplied Is tailored for the
USER of each specific guide. Each requiremenW Is highlighted for easy
access to the Information the user requires.

Each of the guides contains a Lessons Learned Appendix
(Appendix A), which will help the user to understand how this guidance
Information can be applied to real-world acquisitions. Appendix B lists
the Acronyms used.

WHAT'S DIFFERENT ABOUT THIS GUIDF AS OPPOSED TO
THE OTHER TWO?

-Xvii11



=HOW TO USE THIS GUIDE

It Is recognized that the designer of the diagnostic capability
has a vital Interest in several of the seven requirements listed In Table I
and very little Interest In the others. The Information contained telative to
Requirement #3 3 and 4 Is supplemented by Appendices 0, D, and E, It
Is important for the user of this guide to refer to these appendices,
because they contain Information on the techniques and tools which can
assist the user. Appendix C not only describes tools (both automatic and
manual) which can assist In performing the design activities under
Requirement #'s 3 and 4, but also addresses tools which are applicable
to other requirements. As shown in Table 2, these tools are categorized
by the requirement to which they apply. However, some tools apply to
more than one requirement (e.g., a design tool can also be used to
assess the design). In those cases, the guide Identifies its primary and
secondary use,

TABLE 2. CATEGORIES OF TOOL TYPES

MOUIMIMNT (PROM VAILE 1)

. 1 tITAI, IIN MSOUIGN 0 4 AINSMINT 0 7 MATURATION

0 4YIM MMWWtOIU 3 lt 0 PI ACK ANALY44
o~pa oW OMPW I"llGIIMNIS0O PIMWAIM OP MIN W=N~ (t4. PAUL? WAMNL?0, Wi

O INK MIMLY&O 0 NOWS ""LI & lmC"SNaya
U p•roall 0 MAAGAINN•NAIC OMONGTOATION

0rt8 OlmaNWT0 8WHOMM'(
SoNmm SmAAT1GY
KAINPOM W4ONMA1W

AUTfCUNO, PMLUMI MONS i
UlMFA011NALYMIS)
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HOW TO USE THIS GUIDE

I THE INFORMATION RmEQUIRED

It Is recognized that a guide of this type cannot contain all the
necessary Information that the user requires. In these cases, an attempt
hae been made to cite reference documents, such as military standards,
handbooks, and reports.

IAN AUTOMATED VEIRSION 0OF THIS GIUIDANCE, PL.US SOME

COMPiJINIRIZD TO0OLS ANN AVAIL.ABLE

To aid In the use of these guides, a computerized, Interactive
version of all three guides has been developed. If you are Interested In
obtaining those software programs, you may contact Rome Air
Development Center, RADC/RBET, Griffise Air Force Base, New York,
13441-5700, (telephone number: 315/330-4726, AV 587-4726).
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PROGRAMMATIC REQUIREMENT #1

E8TANLISHING AND JUSTIFYING A PROGRAM FOR ACQUIRING A DIAGNOSTIC
CAPABILITY

2YIYII TESTABILITY/
9IAGNSTICS

DoD organizations are often disappointed at the

performance of a weapon system's diagnostic capability
once It Is deployed. This disappointment often results In
frustration by the user, an adversarial relationship
between the acquirer and the producer, and costly PROGRAMMATIC
engineering changes. The fact Is that the quality of the

be given to what you want the contractor to deliver. In

the case of the contractor, he must be dedicated to
producing a quality product. Specifying fault detection 0= 0" m
and isolation requirements Is a difficult, complex job for
the Government Program Manager, Justifying his
program to a higher authority In clear, concise terms Is ý4 ii ,
essential. Establishing realistic and feasible plans for
satisfying these requirements Is a prime responsibility of 1
the Contractor Program Manager. Implementing these M• S
plans Is the responsibility of the weapon system
designer. Without a clear understanding and closes mn- EVALUATION
cooperation among these people, production of a less-
than-satlesfaory diagnostic capability Is Inevitable.

--- MATURION

IMPORTANT QOHDEIIATION TO 8E ADRESSKIED

1.1 Review the Statement of Need (SON) to assure a cler understanding of

the basis for the developrmnt program.

1.2 Diagnostic considerations are a very Important part of your proposal.

1.3 TIe dlagnostic capability plane to the system engineering plane.

1.4 Make sure that specific Information on diagnostic and capability Issues
are available for Inclusion In SCPs and DCPs.
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IREVIEWING A STATEMENT OF NEED REQUIREMENT # 1. 1J
I i , ,-eiii

WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL  DEPL.

ACQ. ý%HASE

WEAPON
SYSTEM RFP RFP RFP

ACTIVITIES PREP PREP PREP

DL'ONOSTIC
ACTIVITIES

_ _ _SON REVIEWED

DIAGNO6TIC ACTIVITY

The major oonslderatlon In the initiation of a weapon system acquisition
program Is the preparation of a Statement of Need, Each of the services has Its own
designation for this document. For a major weapon system, DoD Instruction 5000,2
designates this document as a "Mission-Need Statement (MNS)," For less-than-major
systems, the services use other terms, such as "Operational Requirements Document"
and "Required Operational Capability." It Is Important that t" ase documents rel aot these
operational requirements In terms which can be properly Interpreted to produce diagnostic
requirements.The contractor Is not involved In the Ceneration of this document but must
be aware of It's content since it forms the baseline upon which the diagnostic
reoquremens are derived.

Each of the military services has issued policy dlrectives and guidance relating
to the preparation of a Statement of Need (SON). DoD Instruction 5000.2 delineates the
format for an MNS. This format does not differ appreciably from the formats used for less-
than-major new starts, thus the following guidance will be discussed in relation to the
MNS.

The SON Is Issued prior to Concept Exploration, When the Concept
Exploration Phase Is not conducted, the SON should be Issued prior to initiation of work.
In addition, the validity of the SON can be reevaluated prior to the Initiation of Osm/Val,
FSD, and Production.
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It Is almost as Important to ensure what should not be put Into an SON as what
should be put into an SON. From a diagnostic point of view, Initially there are no
diagnostic requirements per so, only requirements which reflect a threat and mission and
operational needs, plus certain constraints put on the weapon system, such as resource
limitations. At the initiation of a weapon system development, It Is Important that the
Government Program Manager and his contractor not be limited by establishing
premature diagnostic requirements, such as a certain percent fault deteotion/fault Isolation
to a given unit, or an MTTR. Rather, the oontractor should be given the flexibility to derive
the diagnostic requirements from mission needs, such as sortie rates, mobility
requirements, and the mission scenario.

The designer's' interest Is mainly centered on the content of the weapon
system's specification and not the SON. However, it may prove usefu! for the designer to
review the SON to facilitate an understanding of the basis fo. the spcifloation.
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I REVIEWING A STATEMENT OF NEED REQUIREMENT # 1. 1

CHECKLIST
SAm I satisfied that the system specification

c4quaty reflects theSON?

FC-



iRESPONDING TO AN RFP SOW, SPECIFICATION REQUIREMENT # 1.2

WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPL.ACQ. PHASE

WEAPON
SYSTEM CONTRACT AWARD
ACTIVIY

DIAGNOSTIC
ACTIVITIES DIAGNOSTIC INPUTS TO RFP/SOW/SPEC

DIAGNOSTIC ACTnVITY

Clear, concise, and feasible provisions must be Inserted Into the Request for
Proposal, the Statement of Work, and the System Specification, as a means for assuring
that the contractor and his subcontractors have a clear understanding of what Is required
of the diagnostic capability.

PRE.COURB

One of the Initial tasks which must be undertaken by the Government Program
Manager, at the beginning of each acquisition phase, Is the development of the Request
for Proposal, which will subsequently lead to a contractual document. For the Concept
Exploration Phase, normally the RFP contains a Statement of Work without an associated
weapon system specification. The specification Is normally Invoked no sooner than the
Demonstration and Validation Phase. it is normally written by the contractor, with final
review by the Government Program Manager. The requirements for this diagnostic
capability must appear In a variety of places throughout these documents to assure the
acquisition of a satisfactory diagnostic capability. For the Concept Exploration Phase,
these requirements are general in nature and allow the maximum flexibility for the
contractor to do his job. As the weapon system design proceeds, these requirements
become more and more specific. The thrust and content of the provisions contained in
these documents vary, depending on the acquisition strategy developed by the
Government Program Manager, the phase In which these documents are invoked, and
the size and complexity of the weapon system.
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RESPONDING TO AN RFP, SOW, SPECIFICATION REQUIREMENT # 1.2

Although the bulk of the guidance on the preparation of these documents,
which follows, Is for the Government and Contractor Program Managers, It Is Included In
this guide for the following reasons:

1. To promote understanding with the designer on how to address diagnostic
requirements.

2. To provide Information to contractors in their review of draft RFPs/SOWs
and Specificatlons.

3. To provide insight to the contractor In the preparation of the diagnostic
portions of his proposals.

No guidance on the content and form of what should be Included In an RFP and
System Specification can be made, which is applicable to every system or equipment.
Thus the Information which follows must be perceived as examples of how to best specify
a weapon system's diagnostic capability. Tailoring Is a must.

RESPONDING TO AN RPIP:

Diagnostics Impacts a number of sections within an RFP, as shown in the
following paragraphis.

Special ,ontrmat Requirements (Section H) - Contractor Incentives and warranties are
contained In this section of the RFP. The type and content of these Incentives and
warranties am almost limitless, depending on the Innovation of the RFP writer.

Instructions to Offerors (Section L) - Emphasis must be placed on Introducing the
concept of Integrated diagnostics. Although no standard format exists for this section of
the RFP, this section must address the need for managerial and technical Information
relative to Integrated diagnostics and the meeting of the diagnostic requirements.
Explanation Is required so that the contractor understands that integrated diagnostics
Interfaces with logistics, reliability, maintainability, testability, human engineering, and
safety requirements.

Automation of the diagnostic deeign process should be addressed, because It
can provide for a more efficient and effective design process. It Is not the government's
job to dictate the use of these design tools, but rather to encourage their use, Thie can be
accomplished by adding provisions to the Instructions to Offerors relating to:
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IRESPONDING TO AN RFP, SOW, SPECIFICATION REQUIREMENT #1.2

o A discussion of d&,sign aids which will facilitate the design and Integration of
the diagnostic capability Into the system engineering process

o The development and use of a diagnostic data base which supports the
application of these tools

o Identification of how automation will reduce risk In the design of the
diagnostic capability

o Means for providing tho government with appropriate documentation for
u! lerstanding and validating the output of the automation process

o Additional Information on motivating the contractor to utilize automation In
the diagnostic design process is Included In the Computer-Alded Acquisition
and Logistic Support (CALS) Implementation Guide, MIL-HDBK-59. Copies
can be obtained from the CALS Policy Office, Office of the Secretary of
Defense. Included In this guide aergmeans for tailoring CDRLs and DIDs to
encourage the use of design automation.

Evaluation Factors for Award (Section M) - This section will likely be written to assure
that the proposal writer understands that Integrated diagnostics and diagnostic
requirements will have a significant Impact on the selection of a contractor. The
evaluation factors reflect the diagnostic content of the Instructions to Offerors (Section L)
from both technical and management points of view. Thus the recognition thet Integrated
diagnostics Is part of the system engineering process must be described in this section,
along with the ability to utilize advanced technology In solving this problem. From a
management viewpoint, the evaluation normally will emphasize the need for a single
person being responsible for the entire diagnostic capability, often requiring a person full-
time.

In addition to having the evaluatlon'ftactors reflect the content of the Instructions
to Offerors, several other evaluation fctors are of Importance. These Include:

o The amount and type of specialized education and training given to both
contractor program managers and designers which relate to testability and
Integrated diagnostics

o The Independent research and development conducted by the contractor
which relates to testability and diagnostic design tool development and
Integrated diagnostics demonstrations
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I RESPONDING TO AN RFP, SOW, SPECIFICATION REQUIREMENT #12I

RESPONDING TO A STATEMENT OF WORK

The Statement of Work varies, depending on which weapon system acquisition
phase Is being addressed. Four sample Statements of Work - one each for Concept
Exploration, Demonstration and Validation, Full-Scale Development, and Production are
contained In the Contractos Program Manager's Guide. The principal attributes of these
Statements of Work are:

1. An engineering analysis (including gathering of field data) from a previously
fielded weapon system(s) to determine diagnostic capability performance
deficiencies experienced

2. Identification of specific risk areas which require design attention

3. A requirement for preparation and Implementation of a Diagnostic Capability
Maturation Plan, Including assets required, activities required, and data
collection

4. Thorough analysis of the design of the embedded diagnostics to be
completed by CDR

5. Design analysis and specification of the external diagnostic capability,
Including overlap, by CDR

6. A requirement for demonstration of the diagnostic capability, Including a
thorough, statistically valid sample In selected areas of the system.

PREPARING A SPECIFICATION:

Preparation of the diagnostic portion of a weapon system specification Is a job
which necessitates a full understanding of the design and fielding of the diagnostic
capabl;Ity. There Is a lack of agreement on a standard methodology for this specification.
The contractor must recognize the Intricacies of this job to ensure that the specifications
utilized to acquire a weapon system cleariy define the diagnostic requirements.

What Is a Failure?

An Initial requirement In the specification Is to establish the definition of a failure
at system, subsystem, and unit levels. This requirement Is essential In demonstrating
graceful degradation through the use of fault-tolerant design, reconfigurability,
redundancy, and performance monitoring. A failure may be defined In a number of ways,
depending on the mission to be performed. It may be defined as causing the mission and
performance requirements of the prime system to be compromised.
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RESPONDING TO AN RFP, SOW, SPECIFICATION REQUIREMENT # 1.2 i

What Means are Available to Perform Diagnostics?

Too often the word "diagnostic" is used Interchangeably with "test." The
specification must recognize the different types of diagnostics, which Include:

o Visual observations (e.g., the display Isn't working)

o Symptomatic (eg., the case Is too hot)

o Test (e.g., a voltage Is out of spec.).

Means through which systems' diagnostics can be addressed include:

o Automatic testing (i.e., embedded or external)

o Manual troubleshooting, utilizing technical manuals, troubleshooting
procedures, manual test equipment

o Operator and maintenance technicians' observations and various forms of

performance monitoring

o A combination of the above.

What Terms Can be Used In Specifying Dlagnoetic Requirements?

As Indicated previously, various terms may be used to specify diagnostic
requirements. A preferred set Is contained In an RADO report, "A Rationale and
Approach for Defining and Structuring Testability Requirements," (RADC-TR-85-150),
August 1985. The set Includes the following terms. Additional terms, along with
techniques for verification are contained In an RADC report, "BIT/External Test Figures of
Merit and Demonstration Techniques", (RADC-TR-79-309).

Fraction of Faults Detected (FID)

FFD can be defined as that fraction of failures which occur over operating
time which can be correctly Identified through direct observation or other specified means
by an operator and/or other specified personnel under a given set of conditions, The
quantitative definition of FFD is:
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IRESPONDING TO AN RFSOW, SPECIFICATION REQUIREMEN# 1.2ii i . iiiI

FFD - FD

Where:

FA - Number of actual failures (faults) which (will)
occur over operating time, T.

FD = Number of actual fallures correctly identified
through direct observation and other specified
means by an operator and/or other specified
personnel under a given set(s) of conditions.

In specifying FFD, all the various means which can be used to detect faults
must be taken Into consideration. The requirement for FFD should be stringent enough to
exclude the application of the types of detection means which are
uneatlfactory/unacceptable for the system needs/objectIves/philosophles, but flexible
enough to allow the contractor to tailor his design cost effectively, In general, the spectrlf
nature and mix of the means to be employed to achieve a given minimum FFD should be
dependent on results of an analysis of each such altemative and its cost and performance
effectiveness, In conjunotion with other system/equipment design factors and
requirements, The contractor should be tasked to perform such analyses and provide
resufts/recommoudatlons to the procuring activity based on these factors.

The FFD specification parameter must be specifically defined to take Into
account Irequency of failure (failure rates) of the components making up the system. It Is
only In this way that FFD will be representative of what occurs during operational life.

In specifying FFD, care must be taken to define that set of detection conditions
which are acceptable: for example, who can perform the detection function; what are the
acceptable means through which detection can be performed; during which equipment
status modes can detection be performed (operation, pre- or post-mission checks, etc.);
and whether or not a failure must be detected within a certain period of time?

Fraction of Fauls Isolated (FF1)

FFI can be defined as that fraction of failures which occur over operating time
which can be correctly Isolated to x units, or fewer, at a given maintenance echelon
through use of specified means, by a maintenance technician or other specified
personnel. 'he quantitative definition for FFI Is:
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SRESPONDING TO AN RFPo SOW, SPECIFICATION REQUIREMENT # 11.2,I

FF! - FI

Where:

FA - Number of actual failures (faults) which (will)
occur over operating time T.

Fi . Number of actual failures (faults) which (will)
occur over operating time T that can be correctly
Isolated to x units, or fewer, at a given maintenance
echelon through use of specified diagnostic scheme(s)/
procedure(*) (or a defined set of such), by a
maintenance technician or other specified personnel.

In specifying FFI, all the various generic means acceptable In general for the
mission/operationaVmaintenance environment which can be used to Isolate faults must be
taken Into consideration. The requirement for FFI should be stringent enough to exclude
the application of Isolation means which are known In general to be,
unsatlsfactory/unacceptable to the system needs/maintenance philosophy/objectives but
are flexible enough to allow the contractor to tailor his design cost effectively. The specific
nature arid mix of the means to be employed should be dependent on the results of an
analysis task (levied on, and performed by, the contractor) of esoh fault liolatlon
alternative, In conjunction with system/equipment design factors, maintainability
requirements, and support system needs. Generally speaking, unless there Is clear
evidence that unacceptabl, weight, volume, or uost penalties would acc.rue, primary
diagnostic means based on: (1) signal tracing and analyses through the use of
schematics and test equipment, and (2) repetitive Item romove/replacement/performance
check actions should be avoided.

In specifying FFI, care must be taken to indicate the conditions under which
Isolation must take place:

o Where it takes place (i.e., Organizational Level, Shop Level)

o What are the acceptable means of Isolation (i.e., built-in test, external
testers, general-purpose testers, peculiar testers, manual means, degree of
manual means)

o Who will perform the Isolation (i.e., operator or maintenance technician)

o Its constraints (i.e., prohibition of wholesale removal of units, time allowable)
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o Its second Isolation tier requirements (what happens after Isolation to proper

ambiguity level)

o The time constraints levied by the maintainability requirement.

The FFI parameter must be specifically defined to take Into account frequency
of failure (failure rates) of the components making up the system. It is only In this way
that FFI will be representative of what occurs during operational life.

False Alarm Rate

A false alarm Is defined as an apparent Indication of failure when, In fact, no
failure exists, The false alarm rate Is the number of'false alarms per unit of time.

Intermittent faults can be difficult to distinguish from false alarms during
operational test and In use. A properly structured qualification test, however, can exclude
the Influence of intermittent faults.

False alarm rates are controllable through the use of such design techniques
and features as:

o Scope and magnitude of performance monitoring

o Definition of test tolerances

o Transient monitoring and control

o MultIple-run decision logic

o Environmental effets filtering and Identification.

Fractlon of Erroneous Fault Isolation Results (IPQI)

FEFI Is the fraction of BIT or external tester Isolations that Identify the wrong
removable unit (subunit) or group of units (subunits) as failed. FEFI Is primarily a design
problem resulting either from test system design error or low sensitivity thresholds and
tolerance levels of system/equipment components and/or signals, It can have serious
consequences by creating confusion during fault Isolation and by eroding maintenance
technician confidence in the test system. The quantitative definition Is:
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I RESPONDING TO AN RFP, SOW, SPECIFICATION REQUIREMENT # 1.2

FEFI w F2

Where:

FA - Number of actual failures (faults) which (will)
occur over operating time T.

FE a Number of actual failures (faults) which (will)
occur over time T that are Isolated to a
nonfalled unit or group of units.

What Does 100% Fault Detection/Fault Isolation Mean?

In defining FFD as a contractual requirement for most programs, it Is sometimes
simpler to exclude those types of gi~c dtci means (for example, detection through
the use of technicians) which would, In general, be unsatisfactory to a given mission
environment than to define those that are acceptable, The fact that an FFD requirement
Is imposed should not Imply that 100% of all expected failures should not be detectable.
The contractor should be tasked with the development of cost-effective, defined
procedures to detect all expected failures. All of these, however, need not be direct
means or belong to the type of direct means which are defined as satisfactory for general
mission operational use, provided maintainability and other requirements can still be met.
Detection can Include direct or Indirect Indications to an operator, the use of maintenance
technicians or other personnel performing In accordance with a series of defined routines,
or some combination of these.

For FFI 100% coverage Is required, which simply states that using a
combination of all diagnostic resources, all faults can be Isolated, given an adequate
amount of time. Applying restrictions In time means that I 00% of all expected faults will
be Isolatable. but a certain fraction (1 -FF1) may have ambiguity levels creater than the
value stated or be l-olatabIe throuah means which are definable, but which do not belong
t2 the cllls of dlaanostic means cited as btlng aggeitabge for general use In the alyen
mission or use environment. Consideration must be given as to how -nd where Isolation
to the faulty unit(s) must take place.

In summary, specifications should Indicate a ̀ 100% fault detection/fault Isolation
coverage at each maintenance level (e.g,, combinations of automatic and manual
troubleshooting ' .,(is should equal 100%). This does not mean that 100% of faults can
be Isolated to a given unit within a given time using specific diagnostic resources.
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RESPONDING TO AN RF'P. SOW. SPECIFICATION REQUIREMENT #.

What Is Dlagnosto Growth?

Another aspect which Is recommended to be Introduced Is that of diagnostic
growth--similar In concept to the already established reliability growth. This growth
requirement is especially Important In the maturation of the system. Figure 2 Is a
conceptual version of this growth process. Demonstrations that these goals, or
requirements, have been achieved at various phases of weapon system development
must be tailored to the speciflc weapon system acquisition strategy. For Instance, If the
performance of an aircraft Is to be evaluated at the conclusion of Dem/Val, then the entire
diagnostic capability for the aircraft should reach the specified requirement at that point in
time. On the other hand, if only specific units (usually high risk) of a weapon system are
developed during Dem/Val, then the diagnostic capability for that specific unit may be
demonstrated. The maturation of a diagnostic capability for the entire weapon system, In
most oases, will extend Into the O.Dpioyment Phase.

T1CHNIWCL

UFED) TO ISWXATE CF OF
AULW AT O-LMVI(7X OFr MANHOUN$)

CONCEPT DEMO 1MD PRODUCTION DIEPLOYmENT
EXPLORATION VAL

FIGURE 2. DIAGNOSTIC GROWTH CONCEPT
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RESPONDING To AN RFP, SOW, SPECIFCATION REQUIREMENT #1.2I

What Does a "DiagnostLc Specmcation" Contain?

The diagnostlo portions of the weapon system specification differ, depending on
the stage of development. Normally, these specifications take the form of a Preliminary
System Specification, resulting from Concept Exploration; a System Specification, derived
from the Demonstration and Validation Phase; and a Configuration Item Development
Specification, which allocates requirements down to subsystem and Item levels. (A more
complete definition of the various types of specifications is contained in MIL-STO-490,
Specification Practices.) The following examples of diagnostic portions of specifications
follow this form. The content must be tailored to fit a speofic system requirement.

Preliminary System Specfafloion

The Preliminary System Specification Is a result of Concept Exploration Phase
studies, prior to conducting the detailed diagnostio/testablilty requirements analysis during
the Demonstration and Validation Phase.

Quantitative diagnostic/testability parameters are not specified in the
Preliminary System Specification. Rather, qualitative system-level diagnostIc/testability
goals are Included.

The model paragraphs below may be included In the Preliminary System
Specification primarily to alert the performing activity that diagnostics/testability Is
considered to be an Important aspect of the design and that quantitative requirements will
be Imposed In the final System Specification.
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imb WalSy to $uelmo*y belie hub,

&3.X.1. Te Iedu. ld U& mil w•tlb lie q"m MAll he" wMideut lo
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Wo I I , Wlallyi hOd ofba 60dema• d belatlm
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hro midmwm udhtlah by lbumikd pwimld (e•pevetairw).

System Specifcation

Quantitative diagnostics/testabIlity requirements are derived from the trade-off
analysis during the Demonstration and Validation Phase and are Incorporated in the
System Specification. Requirements may be expressed In terms of goals and thresholds
rather than as a single number. Requirements for diagnostics/testability In a System
Specification are provided In the following model.
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Continued on te following page...
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(anWor the duty cycle of the Er slf 1W chill be _.__J. The BIT
failure rate #hill be Joe than _ peroent of the pilme system BIT falue
Indleation rate.

.L4.X4.4 PI Safe Provfone . The olroults and devises whlih pro vle Br
and fault Isolation functlone #hill be deslgnated In euoh a manner that
failure of thee airoultf endor devlies will not "use a eritlel failure or
uneto "#tion of the cyct.

&.A4.X.4.U Pkill Levels • A personnel skill level of-_ to required to
permit the noempllchment of all Notlona assoclated wit the fault icoletien
mnd removal/replaenment of LRUc at the OpeortloneuOrganlautional level.
VIP provilsona and, where roqulre4 Organizational level toet equoiment and
malntenanee preaeduree will be unit to provide fault Isolation within Me
UMrm cpeoflexe"

&94,X, Toot E8qpnt ufaerbae . Mtigle seal be Ineluded ot the moduil
Interne waeh maxuWm e cmllnwlerl of builn aIUng by the equipment
and ,ema tneoeing by manual Met equipment and/If on ATE sycbm The
system chsll be designed for eompatiblilty for test with the coleeted or
targeted AMl (or...._. (Insert teat equipment name/doelgnetor)).
Maximum un *hall bie made of operutionel pine to provide feat nontrel and
anooss to "ateMy t fault defateffenlult Isolation requirements of eoxeml

&&4AL 6 Tret Tolranoee • Apppda aolerne end ina IMlM cthll be
established In diaegnostie reutines et ee#h level whieA the
oyalsyequlpnhento we cuNoet to stng seuch Itht fale a#arme and Robot
Okay miss oe n0enm>E.

&14,X.7 Trehnlei hufomalon Acess Time AverY e SiOe required for tMe
malntenance faohn/ilan to sooeca maintenanee toehnieal Information Mcll
be Am Man - nbute at te Organkateionalev.L

Conflguration Item Developnent 8peclfllatlon

A model testability specification suitable for Inclusion In the 01
development specification Is provide as follows.
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MODEL CONFIGURATION ITEM DEVELOPMENT SPECIFICATION

MAX4. Diagnestles/Tetabiliity- rho - oubs yetem4tem (insert n4me) #haill be
designed for Noetability and constructed to permit the status of the sub. yeteltem
end the unambiguous location of faults to be confIdenty determined qnd reotdIn

MAL4X. 1 partitioning (Functional modularity) - Subsyetomc/items will be part itioned
Into Shop Replaceable Units (S9U) based on the function, minimum or optimum
number of thiteetvinneeflsh, ohe ability to fault leslato the earneot unit and the abilifty
of personnel with the aid of support equipment, training, and technical manuals to
fault lsiolto to the eo!eet Lnit

8,5.4.X.5 ftet Point aend Contacts - Teat points and contacts Mhali beeo venletintly
located end have safe #aeooa toesignal nod"e en the unit under teot, and *hall be
provided for the measure or oinjoten of significant parameter for the purpose of
evaluating er treubleeheeting Mhe eireult moehantame. The number and ehebee of
accessilbe nod"a shaN be suffleient to obtain the equipment fault date etiealaeiatin
requirements lise ld heewh.

LOAMX. Piagnestle Capability - For *sch level of maintenance: all diagnos tie
resoures chali be Integrated to provide a cosnistent and cemplete diagnostic
capabiity. A templete diagnestic capability must Idenfti the diegnecti. nweeweea
that will beused to have full FDP" coverage. The degrp o f diagnecti. automation
shell be consistent with the proposed personnel Pkill levels and maintenance mostr

$J.4..4 Duointt Teat -aulltl Teat (OMT provisilen chmili be added to the___
subaytenuitem to satisfy aystoni~ovei performance monitoring and elf-line BI

9.*4,X.4.1 On-Line aIT Peroormanee monitoring. T he en-lne Off perfermniee
monitoring features shali be operative and shall provide valid perfermanee
Indications prier to and during eperation. The performance monitoring eperation
shall be automatic and continuous shall be automatic and continuous and will
monitor self-contained signal generating elrculb~y. 4ll BITimpienoentatiene ef this
requirement chioll be centained within the system ar cube yates hardware and will

netderee ieeeapotmneat*Wanytme

&.54.XA4 1.1 No-do Conditi on Pet. sties - The system on-line aiT performance
monitering foatures chali defeat at leest - persent of oll ne-go cendition
eoeunwieee (Ac apphd Mdeenden"~ at the subsystenm faust.)

8.A4.X.4. 1.5 Fdals Alanii - The number of false slarm@ shell net exceed
pereent of all Indicated no-go condition eeurroneec or alternately no mere then
- indiuated no-ge sendhttn eccurronces In any Integrated 54-hour parted of
system, easmti Vine.

L.L4.X.4. 1.8 Performance monitor and Bell teat Oata.- Perfermance monitor and
self-feet date shall be trasmeittled In c maniyer such that the tronamittedl date flow
sholl be m'aintatedhia manner such thatfte hnen-itte dae oto ciifollow Whe eactul
conditio of the systemi, thetIs, a "Hmalunton t.*ieh oprveto Itself chill change the
foult dais tne acvoodNgly.

Continued an Mhe following page...
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&L4xR4 Offidn BIT. The_.._..._ subsyolm NIT provlsion Mail furnish
the mean# for an operator to Initiate mIT tests at the system level for
purpose of dotormIning and dlplaying the funotional status of the
sysem/ubsystwe Including a fault detoine and Isolation capobwlty. The
Inanded use of tM ofNlne CIfT tt to two-told: as a sytem Nadines Met
to permit operating orew to a@oumulae tatue and fault Information on
opportunity basis prior to and during operatlon@; end to verity a fault
indicated during operation and to Isolate the fault at the Organizational level
of nmlntenase.

,Z4,4.41 No.00 Oondlilon Deteotion - The system off-line Cri fatore
shell detect at W•et._..peeront of all no-go condltion ovourransee. (As
applied Independon• y at Me cubeystem levl.)

&.A.4.X.4.8.2 False Alarms • The number of faloe aslnn Shell not exceed
. percent of all Indlocated nolgo condition oaouranoeoe or alternatoly
no more than . Indloated no-go condition oaourrenooa In any
Integrated 2hu. eW of sytemn operating tim

,L,4,X.Ax.$ Off.Line sIT Fault Defeotion - Tho off-line CIT fault detaneon
apability shall be designed to monitor, detent, and evaluate faulm on all

aystem or subsystem functeon* available at the system qr subsystem
Intefa When a fault or system function degrodallon 16 deboN, the off
line CIT provisions #half determ/ne the amount of degradation and
automaoally branch Into the Appriple dfEagnoatc faut leolabon routine.

8.L.4.X.4..4 Off.Line irT Fault Isolation • The off.line aIT fault Isolation
rutune shell be prov4ded at eah foult detoetion desleton point and shall be
automatloally entered when a no-go Is deateced, The off.line sirT shall
provide Vault Isolation to one Shop Repleaseble Unit_ %6 of the tH^e,
fault iol"Alon to__ or fewer Siop Reploemobb nMh _t % of Me thUm

5.4.4,X.4,J. Off.Line oiT Fault Isolation Time - The off-line eiT fault
Isolation tme @hil be conslstent with the requirements of teaen Time To
Rep (AMTM) requlrsmeni

A.t.4.X.4., OIf Self Teat • uT sleft let provllsons shall be Inaorpntrted Into
Me - cub# m/ltm Time tIm for tMe OIT elf test sall be less Veen
S(andlor the duty cyole of Me OiT self teot shall be ) The r Ilt
failure rate #hall be leass then_- % of the prime system Cit failure
Indloatlon rate

J.84,X.4.4 Pall fti Provistons • The oeroulto and dev/oe which provide OIT
and fault Isolation functions shell be designed In such a manner Mat failure
of these ireults and/or devices will slot cause a Oritlcal failure or unsafe
action of the aub Jatsm~tem.

Coninued on the following page0..
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s&.4.X.0 Skill Levels . A personnel skill level of____.. It required to permit
the vccamplishmont of all actions aasoclated with the fault Isolation and
removal/roplacoment of ERUs at the Intermediate malntenanoc level. BIT
provisions, test equipment and maintenanoe procedures will be used to
provide fault Isolation within the MTTR speolftoauon.

&2.4.X,7 Teot Equipment Interface - Signals shall be Inoluded at the module
Interfaces which maximize the simllarity of bulitIn teoting by the equipment
and off-board testing by manual teot equipment and/or on ATE systems.
Yhe system shall be designed for compatibility for test with target offtline
automatic teat equipment Maximum use shell be made of operational pins
to provide teat control and access to satisfy the fault detection/fault
isolation requirements of off-board tet.

3.2.4.X.8 LRU Fault Deteotlon/laolatlon Requirements - The following
requirements apply to fault detectlon/isolation oapability at the Intermediate
level of maintenance using automatic test resourcea (A T./TPS and M1l1

. Fault Isolatloi shall be _ percent of all organiational
detested failures.

- Average (or maximum) teat time for GO/NO-GO end-to-end
ite shall be less than_..._ (minuteWhoure).

. Maximum rate of fals NO-GO Indications resulting In Cannot
Duplicates and Retest Okays shall be - percent of all
Organistlonal level detected failure&

. Fault Isolation capability shall provide fault Isolation to one
SRU _ peroont of the time, fault Isolation to_- or fewer
SRU.__.perent of the time. In no case shall the ambiguity
group ala be greater than _ SRU(s).

. Average (maximum) diagnostio fault isolation time shall be
less than _ (minutewhours).

3.2.4.X.9 SRU Fault Detoction/lIsolatlon Requirements. The following
renuirments apply to fault detection/lsolation capability at the Depot level
of malntenance using automatic test reeources (A TEAI W and Nrr).

"- Fault Isolation shell be _ percent of all deteoted failures.
"- Average (or maximum) teat time for 0O/NO-GO end-to-end

W ts shall be ie than_ (minute/hours).
"* Maximum rate of fate NO-GO Indloationa resulting In Retest

Okays shell be - percent of all detected failure&
"- Fault Isolation capability shall provide fault Isolation to one

.,mponent _ percent of the time, fault Isolation to___
or fewer components _ peroont of the time. In no case
shall the ambiguity group size be greater than
components.

" A verage (maximum) diagnostic fault Isolation test time shall
be less than_ (minuteshours;).
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RESPONDING TO AN RFP,SOW,SPECIFICATION REQUIREMENT # 1.2

CHECKLIST
6Y Does the specification cover 100% of the FD/FI

requirements for each level of maintenance?

U Has the concept of "dlagnostic growth" been
Invoked In the diagnostic specifications?

U Have all the diagnostic element requirement. been
quantitatively specified? Both fault detection
and fault Isolation?

U Has inherent testability been addressed adequately?
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DIAGNOSTIC CAPABILITY PROGRAM PLANNING REQUIREMENT # 1.3

I I I II

WEAPON OPER. CONCEPT DEM/ PROD/
SYSTEM REOMTS. EXPLOR. VAL FSD DEPLRACQ. PHASE

WEAPON
SYSTEM CDR

ACTIVITIES CONTRACT AWARD

DIAGNOSTIC
ACTIVITIES

__________ PREPARE/UPDATE DIAGNOSTIC CAPABILITY PROGRAM PLANS

I•IA9NO011IC ACTIVITY

Program planning Is required to ensure that the development and support of the
diagnostic capability Is property managed throughout the acquisition of a weapon system,
This planning must address how this development will be conducted to achieve this goal.

Program planning for the development of the diagnostic capability Is required
throughout the acquisition of the weapon system. It begins soon after the sward of the
first developmental contract and Is expanded and updated as the development proceeds.

The program planning cn take the form of a single Dipgnostlc Capability
Program Plan or can be Incorporated In a series of program plans which are described In
a number of programmatic-type military standards. The requirements of theme planning
documents will be defined In the contract's Statement of Work. To avoid unnecessary
duplication of programs plans, the Inclusion of this planning Information In existing
documents Is preferred.

GUIDANCE

Each of the management-type plans Is required during specific phases of the
weapon system acquisition. The following (Table 3) Is a listing of the plans and phases
where these plans are generally required. The designer's Input to the System
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[DIAGOTCCAPABILITY PROGRAM PLANNING REQUIREMENT # 1.3

Engineering Management Plan Is particularly Important because of the need to

Incorporate diagnostic design as an Integral part of the system engineering process.

TABLE 3 - APPLICATION MATRIX
TIM ~~PROWAPA

SYSTM FNOINIERINO LSD49
k"MCumENT PL A4 (SEW) X

ANALYNI "LA (LUAP) U4D11-
IITASLI'TY M-M26
PROGRM PLMNMuIa26

PROGRAM PLAN ~I'

MAINTMAIWLITY x x
PRORM" PLAN

SUPPORT KMA (WS) .5-us-ImxK
............................. . ... .... . ..4 *5~ * i ......... I.... ........ ................

HUMSAN E[NOINUIN@ x x
PROGRAM PLANl-,-ý

. .5 .640.046 .00455540. .... ................

TUT ND ALLAToO x x x
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E IGNOSTIC CAPABILITY PROGRAM PLANNING REQUIREMENT # 1.3

CHECKLIST

SHas the designer read the SEMP? Contributed

to Its preparation?

I
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IPREPARAllON OF SCPU/DCPu REQUIREMENT #1.4

WEAPON OPER. CONCEPT DEM/ SD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPL

ACQ. PHASE

WEAPON L--O01SliC
SYSTEM

ACTMITIES APPROVAL TO REVIEW
PROCEED

ACIIIS SCP DCP

DIAGN2811 AClMVITY

Prior to Milestones I through V (DoD Instruction 5000.2), the preparation of a
paper Is required to summarize the results of the acquisition and deployment of a major
weapon system. Prior to Dem/Val, a System Concept Paper (SCP) Is required. Prior to
FSD, preparation of a Decision Coordinating Paper (DCP) Is required. An update of the
DOP is required prior to Milestones Ill, IV, and V. The SCP and the DOPN for Milestones
II and III are required to secure approval to proceed to the next acquisition phase.
Milestone IV Is a logistic readiness and support review, which Is conducted one or two
years after deployment to assure that operational readiness and support objectives are
achieved. Milestone V Is a major upgrade or system replacement decision, which also
requires an updating of the DCP. Diagnostic Issues should be addressed In these
documents.

PROCK1OURl

DoD Instruction 5000.2 delineates the need and the format for both an SCP and
a DCP. It Is likely that this documentation will address diagnostic Issues. Although this
type of documentation Is required only for major weapon systems, similar documentation
may be required by the Incdvldual services at sign"Icant milestones.
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PREPAIRATION OF SCPt REQUIREMENT 1.4

ITIese documeurnoi4 always prepared by the Government Program
Manager. The deslgnoi e awaeo that his Inputs to the preparation of these
documents maj have an ifftt on the future of his design.

1-32
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PREPARATION OF SCPs/DCPe REQUIREMENT #1.4

CHECKLIST

SAm I furnishing the Government Program Manager with the
proper InformaIon for him t2 adequately Justify his program?
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REQUIREMENTS REQUIREMENT #2

ESTASUSIUNG AND ALLOCATING DIAGNOSTIC REQUIREMENTS

Good diagnostics and testability are based on the ability DIAGNOSTICS

to properly establish diagnostic requirements, which are

in turn based on weapon system mission,sustainability,
operational, and support requirements and the ability to
allocate these requirements at system, subsystem, and r T TI .
unit levels. Lack of appropriate attention to this process PROGRAMMATIC
results In diagnostic designs with questionable basis
and justification. Unfortunately, this process has not
been transformed from an art to a rigorous methodology. REQUIREMENTS
An Integrated series of proven tools does not exist and
thus the quality of the analysis depends on the expertise ' "
of the persons performing this analysis. The system is 'DI
further complicated by the advanced weapon system
architecture which Is now being applied. This
architecture Involves complex redundancy, ASSESME
reconfigurable elements, and configurations which
require graceful degradation. A proper analysis Is an
Integral part of logistic support, reliability, and REVIEWS
maintainability analyses and Is based on the weapon
system's mission scenario and performance E i
requirements. The analyses are an Iterative process, V
which extend over the acquisition phases and often into
deployment of the weapon system. Implementation of MATU
these analyses Is normally the responsibility of the
Contractor Program Manager, with the results reviewed
by the Government Program Manager.

IMPORTAN RPNIDEATION8 TO 11 ADREMS*=

Re1-amt.
2.1 Translate mission and performance requirements Into diagnostic

requirements.

2.2 Allocate dlagnostio requirements to system, subsystem and unit elements.

2.3 Optimize the mix of diagnostic elements.

2.4 Amses the risk of each diagnostic alternative.
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TRANSLATING MISSION REQUIREMENTS REQUIREMENT #2.1

WEAPON OPER. CONCEPT DEM/ PROD/
SYSTEM REQMTS. EXPLOR. VAL FSD DEPLACQ. PHASE

WEAPON
ACTM~TIES CONTRACT

AWARD

DIAGNOSTIC a4

ACTMI~~ES pRm syEte UPDATE? L
DI•aNgne¶ AJMVlIT-Y

Diagnostl requirements are Identified In the Concept Exploration Phase from an
analysis of the prime system mission and operational requirements.

The generation of weapon system operational requirements Is usually
performed by the government from mission studies and analyses based on the Statement
of Need for a weapon system. The translation of those requirements and weapon system
performance characteristics into dlagnrostic requirements Is performed during Concept
Exploration. The tasks Involved In translating these requirements may be performed by
the oonbactnrs or the government depending upon the acquisition process selected during
Concept Exploration. For 9in-house" programs, this task Is performed by government
engineers. Frequently, however, the translation of mission and performance
characteristics into diagnostic requirements, the selection and Integration of the diagnostic
elements to meet these requirements, the allocation of these requirements to subsystem
and unit level, and the assessment of risk Is performed by the weapon system contractors
In a competitive environment.

The proper Implementation of this task Is that it be pIrformed In conjunction with
the system engineering and logistic support analysis process and Include synthesis and
analysis of the various mixes of resources which make up a total diagnostic subsystem.
The diagnostlo requirements analysis process Involves the development of a strategy for a
comprehensive diagnostic capability Including a mix of resources to be defined for
providing FD/FI capability at each level which the system Is subject to maintenance.
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Descriptions of tools that are available to assist In the entire process of establishing and
allocating diagnostic requirements are contained in Appendix C.

In order to translate mission and operational requirements to diagnostic
capability. It is Important to postulate a "diagnostic subsystem." Characteristics defining
the capability of the "diagnostic subsystem" represents the results of the translation. In
other words, one must change mission requirements into diagnostic capability definitions
in order to successfully complete this task.

The diagnostic elements constituting the diagnostic subsystem Include
embedded support, support equipment at all levels of maintenance, technical data In all its
forms, and personnel numbers and required skill levels.

In order to be responsive to weapon system mission and performance
requirements, it Is essential that the translations start by reviewing all the requirements
documentation and studies. The key document Is the Statement of Need which contains
the weapon system mission and operational requirements. Also Important Is the prime
system architecture driven by technology Infusion Into the prime system, This Is an
essential element In the translation since many prime system architectural concepts
contain an inherent diagnostic capability which must be Identified and addressed early In
the analysis process.

There are two key factors which will influence the translation of weapon system

mission and operational requirements Into diagnostic requirements, They are:

o Specific requirements as spelled out In the Statement of Need

o Available technology.

Analysis of these specific requirements will translate to both requirements for
the diagnostic capability as well as constraints on the diagnostic subsystem dictated by
the operational parameters. The technology will Impact the Inherent diagnostic capability
of the prime system architecture as well as Impact the assessment of risk of the final
dlagnostlo subsystem Implementation.

Based upon the above analyses, translation of mission and operational
requirements to a diagnostic capability will result in a preliminary set of diagnostic
requirements for the entire diagnostic subsystem. The optimum mix of diagnostic
elements which constitute the diagnostic capability will follow the requirements allo'.ation
to the weapon system, subsystem and unit levels.

During the Demonstratlon/Validation Phase and Full-Scale Development Phase
the detailed trade studies will formally optimize the diagnostic element mix and provide
Implementation specifications for the diagnostic subsystem to be produced. This process
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TRANSLATING MISSION REQUIREMENTS REQUIREMENT #2.1

Is obviously iterative but most dependent upon a thorough job of mission and performance
requirements analysis and Initial translation Into diagnostic requirements.

For example, the Dem/Val Phase may result In a System Specification only, with
the allocation of the system requirements to be performed and redefined in the FSD
Phase. For some less-than-major systems, DomNal Phase may be bypassed altogether,
In this case, both the system-level specifications may be developed during FSD Phase.
The Analyses described within this section should be eorformod at aobropriato Roints
based upon. and commeMsurate with, the level of detail achiovedt in the definition of the
system and the definition of the support and maintenance conceots for the system,

Tools are available to assist in establishing weapon system diagnostic
requirements. Appendix C has a compilation of these tools. Mainly, they address the
logistic support analysis process along with readiness and cost models. However, there Is
no formal DoD model for translating mission and operational requirements Into a
diagnostic capability. Using system engineering approaches defined In MIL.STD.499,
along with available models, the contractor can, Indeed, develop an Initial set of diagnostic
subsystem requirements which are traceable to weapon system requirements, weapon
system priorities, and available technology.

Success In translating mission and operational requirements Into diagnostic
requirements is embodied In the ability to develop higher order measures for defining
weapon system characteristics that relate to fault detection and fault Isolation parameters.

Typical weapon system characteristics which must be evaluated lnclude the following:

Probability of Mission Success Deployment
Availability Basing
Utilization Rate Weight
Population Repair Concept
Turnaround Time Personnel
Threat Training
Mobility Cost
Safety Etc.
Alert

Typical weapon system priorities are as follow:

War fighting capability
Survivability
Mobility
Manpower
Life Cycle Cost.

2-5



STRANSLATING MISSION REQUIREMENTS REQUIREMENT #2.1

During the Concept Exploration Phase, mission-oriented measures are
overriding for diagnostic requirements generation. Resource criteria (manpower, coat,
facilities, etc.) become significant during synthesis of specific diagnostic element mixes.
The mission data to be collected and considered for generating the diagnostic
requirements Is as follows:

o Mission scenarios definition (prioritized In order of criticality)

o Mission rate/length

o Mission operation (continuous vs. Intermittent)

o Mission phases

a Time demands and operational constraints per mission phase

o Subsystem/functlon utilization per mission phase (survivability or safety
critical)

o Functions/fallures Impacting personrel safety

o Functlons/fallures impacting system/equipmdnt safety (sustainablilty or
mission critical)

o Functions/fallures Impacting mission suc"eca (per mission phase).

A key diagnostic parameter to be determined through the analysis if mission
requirements Is the maximum failure latency per operating function fo, each mission
phase. This parameter will drive the fault detection requirements which, In turn, serve as
the basis for BIT design. Failure latency Is the elapsed timr. between fault occurrence and
failure Indication. Maximum failure latency is the maximum allowable time between the
occurrence of a fault and the reporting or "handling' of the failure. As a simplistic example,
If a fire control system fault occurs, and the fire control system function Is highly critical to
mission success, then the maximum failure latency will be very small -- perhaps expressed
In microseconds or nanoseconds. The fault detection (FD) time requirement will reflect the
failure latency factor -- thereby driving the BIT technique to provide concurrent
performanoe monitoring. Fault tolerance through redundancy may be required or
consildered. This simplistic example Is made more complex by factoring In the time
demands per mission phase of the fire control system. It Is made still more complex by
factoring In operating anomalies and Intermittents into the FD requirements.

In the definition of diagnostic requirements, it is Important to note that the
diagnostic capability is made up of the Inherent diagnostic capability of the prime system
(active arrays are fault tolerant), as well as added diagnostic elements. It Is therefore
important that diagnostic analysis be Integral to the prime weapon system engineering
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TRANSLATING MISSION REQUIREMENTS REQUIREMENT #2.1

process, sinco performance and support parameters can no longer be isolated from
design.

The prime configuration represents a performance capability. The mission
requirements can be related directly to the configuration by analysis of the behavior of the
utilized configuration Items over the time demands Imposed by mission, A representation
of performance over time integrates the "ility" measures and can be easily presented to
management for setting reqvt,'oments. This measure Is referred to as P (Performance
time dependency). Pt can bt" alculated and plotted using equations for mission reliability
in MIL-STD-756B.

Operational constraints also must be addressed. The checklist below presents
the operational data to be collected and considered In diagnostic requirements analysis,

o Environmental conditions (temperature, rain, dirt, seit spray, etc.)

o Operating locations (dispersed vs. centralized)
(remoto/aocesslble/lnaccesslble)

o Space limitations (for personnel and/or test equipment)

o Mobile or fixed maintenance facilities

o independent operation or part of a battle group

o Manpower constraints (number and skill levels).

The constraints under which a weapon system must operate must be Identified
and evaluated In terms of the Impact on testability requirements. System design and
supportability factors must take into account those constraints. Operating constraints will
often drive the diagnostic strategy to use of embedded versus external test resources.

Prime System Arohlteture/Conflguritlon

Data must be collected on the architecture and configuration alternatives of the
prime system to be developed with respect to partitioning, Interconnections and flow as
input to the testability requirements analysis. The architectures under consideration will
have Inherent characteristics which may support or impede diagnostics. The
performance capability of alternative prime system architectures must be evaluated
against the mission requirements, time phases and equipment utilization/demands.

It Is useful for this evaluation to plot curves of capability vs. time demands
imposed by the mission. The resulting Pt (Performance over Time) curve can include
resource constralnts (spares, personel) and operational constraints (maximum allowable
repair time).
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STRANSLATING MISSION REQUIREMENTS REQUIREMENT #2.11

Ths following prime system configuration data should be collected for Input to
this step:

o Work Breakdown Structure (MIL-STD-881)
o List of government furnished equipment'

off-the-shelf equipment non-developmental items
(for above, Item or candidate item)

o Prime system architecture alternatives
o Initial failure rate projections and characterization
o Fault-tolorant or redundant funcions
o Technologies to be used (if known)
o Level of integration vs. autonomy.

Based upon analysis of architectures under consideration, high-level diagnostic
opportunities should be Identif led. This Includes Incorporation of a test and maintenance
bus, fault-tolerant design coordination, system-level diagnostic resources - such as data
acquisition/. -%leatlon subsystems or embedded adaptive diagnostic subsystem and use of
standard di 4nos.ic connections and Interfaces.

Diagnostic Inpuft must be made within the system engineering process prior to

the final selection of the prime system architecture.

Evaluate Technology Opportunities

Advanced diagnostic technology opportunity or Implications must be Identlfled
based on t0e following areas:

o Baseline comparison system major drivers, supportability problem areas,
targets of Improvement

o Incorporation of LSI, VLSI, VHSIC, expert system or other advanced design
technology In system

o Need to improve requisite operational capability having no prior design
solution.

Examples of advanced diagnostic technology opportunities which may be
exploitable on *ha new system Include:

o Expert system based maintenance aids

o 'rest and Maintenan', bus concepts

o "Smart" BIT techniques
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TRANSLATING MISSION REQUIREMENTS REQUIREMENT #2.1

o Adaptive dlagnostic subsystems

o Prognostics concepts

o Automated teorchnial information authoring

o Advanced packaging technicques

o Advanoed Instrumentation (stimulus and measurement) technologies

o Automatic capture of CAD data for diagnostics generation.

Upon determination of advanced technology applications, Inputs must be made
to tho design engineering effort regarding design constraints related to the above
concepts.

Diagnoetio Element Constraints

• order to define specific diagnostic characteristics and requirements of
the system or to further "close in" the envelope within which tradeoffs are conducted,
diagnostic-related constraints are established. This Includes constraints placed on
built-in test design attributes and functions, testability constrminte and test equipment
constraints. This may also include broader dlagnostic-related constraints, such as
page count of technical Information or maintenance technician skill-levels. These
constraints are driven by mission requirements, design, operation and support
characteristics, or standardization policies Imposed.

Sample diagnostic-related constraints are provided below.

Driving System Rlquirement Resulting Diagnostic ConstraintlRequirement

Mission Reaulroment

Mobility Test Equipment Size/Weight
Continuous Operation BIT Interface Planned Maintenance Duty

Cycle
Sustainabillt, Redundancy
Reconfigurabillty Fault-Tolerant Design

Standar•i'zation Imposed

Standard Test Equipment Standard Diagnostic Connectors
Controllability, Observability
Interface to UUT

Standard Bus Interface Design/Protocol
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GFE Bit Design/Capabilitles

Doesin Characteristics

Power Availability BIT Power Consumption
System Weight BIT and Test Connector weight
System Size Volume of BIT Circuitry and Test Connectors

(Real estate available for BIT circuitry)
Volume required for increased modularity

Memory Limitation Memory allocatable to BIT furnctlons
Operating System Char. Software BIT function constraints
Cost Cost 'of additional hardware required for BIT

and testability

Establish Diagnostic Objectives

Analysis of weapon system data ascertained must be performed to Identify
diagnostic objectives based on system requirements. Diagnostic objectives to be
considered Include:

o BIT FD/FI requirements to support preliminary maintenance concept
- FRepalr Times
. Reconfigurability
- Deferred Maintenance
- Fault Tolerance

o BIT requirements to support system confidence chocks
o Requirement to deal with Intermittent faults or opepational anomalies
o Prime system architecture testability opportunities
o GFE testability factors/constraints
o Requirements for vertical testability.

Examples of typical objectives to be established at this point are provided
below.

SAMPLE
DRIVING $YSTRM FACTOR DIAGNOSTiC OBJECTIVE

Maximum Acceptable Failure Latency---so Fault Detection Time
Mission/Safety Critical Functlon----.. Performance Monitoring
MTTR, Spares -----------------. s Fault-Isolation Level
Manpower and Skill Levels --------- = BIT Fault-Isolation Level
GFE Constraints ----------------.. System-Level BIT Requirements
Fault-Tolerant Design Coordination---=* Performance Monitoring
2-Level Maintenance -------- -.---- - Ambiguity Group Size
Life Cycle Cost Priorities-.......... Reliance on Embedded Diagnostics
Minimize RTOK Rate Between ---------.. Utilize Compatible Test Equipment,

Maintenance Levels Techniques, Tolerances
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Initial diagnostic requirements result from analysis of weapon system
characteristics, prioritized as needed, on diagnostic elements. It Is convenient to partition
the diagnostic elements sis embedded and external.

Some of the tradeoffs to be made for generat!ng embedded and external

diagnostic requirements Include:

o Functions and level of built-In test vs. external diagnostic$

o Functional vs. parametric testing

o Built-I,. test fault detection
- Concurrent performance monitoring
- Periodic BIT routines
- Operator Initiated BIT routines

o Level of diagnostic capability at each level of maintenance (e.g., detect 95%
of faults; Isolato to 3 LRIJs; within 30 minutes, utilizing a specific diagnostic
resource).

o Diagnostic elements to be uied at each levei of maintenance (e.g., test
equipment, technical Information and maintenance aids, training and skill
levels).

Once the level of uilt-In test Is established, a maintenance workload generated
by operational and failure rate data can be projected. At this point, detailed tradeoffs cal
be performed regarding the optimization of testability, Including level of diagnost'c
capability at each level of rraintemance, and the efftctivenese and efficiency of the mix of
diagnostic elements to be used at each level of maintenance. A basollne comparison
system is used to project failure data. The requirements that need to be established are
outlined below:

Embedded Diagnostic Requirements

o SIT requirement for monitoring of mlssion-critical functions and functions
affecting personnel safety (derivwd from maximum allowable failure Ir~tency)

o BIT/SIT requirements to support operational constraints

o Requirement to deal with/handle intermlttenta/anomal is

o BIT/SIT requirements to support system confidence checks

o Prime system arnhitecture, testability opportunities, and GFE testability
factors/constraints
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TRANSLATING MISSION REQUIREMENTS REQUIREMENT #2.1

o BIT requirements to support preliminary maintenance concept, based on:

- Level-of-repair analysis
- Manpower available
- Skill levels available/required
- Defer ad maintenance ooals
- Repair times (driving fault Isolation time)
- Sparing concepts (driving fault Isolation levels)
- Standardization requirements/goals (test equipment, personnel

qualifcawtions)

o Requirement to provide handshake to external diagnostic resources (vertical
testability, vertical dlagnnetics).

External Diagnostic Requirements (Support Equipment, Teohnicel Data, and
Personnel)

OPERATIONAIJURGANIZATIONAL MAINTENANCE LEVEL:

co Requirement for elements to optimize Interface/utilization of embedded
diagnostic elements

o Define FD/FI functions to satisfy 0-Level maintenance operations (driven by
Inputs from operational constraints and preliminary maintenance conoept),
based on:

- Minimization of unnecessary removals
- Mobility requirements/space available
- Level-of-repair analysis
- Sustainability (spares replenishment)
- Manpower available
- Skill levels available/required
- Repair times
-Sparing concepts
- Standardization requirements/goeal

o 0-Level technical Information (including maintenance aide)

o O-Level test equipment

- Manual test equipment
- Automatic test equipment and test programs
- Portable maintenance aids

o 0-Level training requirements to support skills required
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- On-the-job training
- Formal school training

o O-Level data acquieitlonico01ectlon system (and data management)

o Requirements to provide O-Level handshake to I-Level diagnostic elements
(vertical testability, vertloal diagnostics)

INTERMEDIATE MAINTENANCE LEVEL:

o Define FD/FI functions to satisfy I-Level maintenance operations based on:

- Minimization of unnecessary removals
- Mobility requirements/space available
- Level-of-repair analysis
- Sustainability of spares pipeline
- Manpower available
- Skill levels avellable/required
"- Repair times
- Sparing concepts
- Standardization requirements/goals

o I-Level technical Information requirements (including maintenance aids)

o I-Level test equipment requirements

- Manual test equipment
- Automatic test equipment and test program sets

o I-Level training requirements to support skills required

"* On-the-job training
"- Formal school training

o I-Level data acquisition, collection, management, analysis, processing
system requirements

o Requirement to provide I-Level handshake to Depot-Level diagnostic
elements (vertical testability)

DEPOT MAINTENANCE LEVEL:

o Define FD/FI functions to satisfy Depot-Level maintenance operations,
based on:
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- Level-of-repair analysis
- Sustalnabillty of spares pipeline
* Manpower availability
* Skill levels available/required
- Repair times
- Sparing concepts
* Standardization requirements/goals

o D-Level technical information requirements (Including maintenance aids)

o D-Level test equipment requirements

"- Manual test equipment
"* Automatic test equipment and test program sets

o D-Level training requirements to support skills required

- On-the-job training

- Formal school training

o D-Level maintenance data acquisition, collection, analysis, processing

o Requirement to capture and utilize factory test resources and results and/or
data for Depot use (vertical testability, vertical diagnostics).

Since the overall diagnostic capability must be defined, quantified, designed,
evaluated, etc., It Is best defIned as a "diagnostic subsystem." This subsystem can be
broken down Into Its component parts and defined In a type of format. This format will
facilitate the hierarchical allocation and diagnostic mix optimization process because
function and cost parameters can be quantitatively assigned to each element. Alternative
diagnostic subsystems may then be easily synthesized and evaluated.
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CHECKLIST
[i Has the Inherent diagnostic capabilit of the prime

system architecture bSeen Included In the analysts?

I Have the requirements been generated for both
embedded and external diagnostics? Are they feasible
and Implementable?

Has the mission data been defined and utilized
In the diagnostic requirements generation?
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,ALLOCATION OF DIANOSTIC REQUIREMENTS REQUIREMENT #2.2

WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPR .

ACQ. PHASE

WEAPON
SYSEM

ACTVITIES CONTRACT
AWARD

DIAGNOSTIC
ACTIVITIES ALLOCATION UPDATE

D1ANOjMMC AC7r1MYI

Allocation of diagnostic requirements from the system level to the subsystem
and unit level Is required In order to assign specification values to each configuration Item
which forms part of the weapon system. The allooation process, which Is normally done
by the contractor, shall assure that the weapon system diagnostic requirements and the
constraints on the diagnostic subsystem are not violated during the "flow down" process.
PROCKIDURI

Initial allocation of diagnostic requirements to lower system levels must be
based upon the time demands placed upon the system configuration by the mission
requirements.

After the Initial set of diagnostic requirements has been defined, a diagnostic
mix is postulated from the synthesized diagnostic subsystem alternatives In order to
implement the Initial set of dlagnostic requirements.

Whereas the initial diagnostic requirements are driven by mission time
demands, the optimization of the diagnostic element mix Is driven by resource constraints.
Simply stated, the requirements generation process Indicates what Is needed and the
diagnostic mix generation process Indicates the most kffordable solutions. A risk analysis
performed during the subsequent phases of system development confirm the solutions as
feasible. It is, therefore, Important to note that the allocation procedure Is a partial step In
the development of a diagnostic system. During the diagnostic element optimization and
design process, it may be cost effeotive to reallocate the diagnostic requirements in order
to achieve better implementations with respect to resource constraints. Many of these
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tradeoffs are driven by both technology and the acquisition business decisions that are
made for each weapon system program. For example, allocation of a testability strategy
to each subsystem may not be feasible due to the existence of many government-
furnished equipments within a particular weapon system. In those casos, a centralized
system-level test approach may be more desirable. A shift In allocation from subsystem to
system level will prove effective In the Implementation of that particular weapon system
diagnostics.

To achieve this flexibility, the allocation proosse must be tied to the system-level
reliability model. This model will contain the allocated parameters with traceability back to
system-level parameters. In this way, as the program proceeds from Concept through
Dem/Val into Full- Scale Development, each of the values can be traded off as the
diagnostic subsystem Is configured and optimized as a result of knowledge gained from
trade studies.

A preliminary diagnostic allocation should be prepared. The allocation should
Include all diagnostic elements and consideration of all maintenance levels. The allocation
of diagnostic goals/values should be accomplished through the application of structured
processes, based on task description and guidance provided within applicable military
standards. The tasks and guidance paragraphs that define the allocation process to be
employed are:

MIL-STD-499 Task 10.2.3 Allocation

MIL-SMTD785 Task 202 Reliability Allocation

MIL-STD.470 Task 202 Maintainability Allocation

MIL-STD-2165 Task 201 Testability Requirements.

MIL-STD-499 addresses the entire allocation process for all performance and
design requirements. Time requirements, which are prerequisites for a function, or set of
functions, affecting mission success, safety, and availability are derived. it Is essential that
the diagnostic requirements be derived in conjunction with the entire weapon system
allocation process. Reliability and maintainability allocations are derived as part of the
overall weapon system allocations. Thus, they have a direct affect on the diagnostic
allocations. Failure rates and repair rates are the drivers in establlsislng diagnostic
allocations. However, other considerations dealing with safety monitoring, readiness
monitoring, and logistic functions all play a part In this process. The allocation of
diagnostic requirements Is usually performed as part of the overall LSA process. Closely
tied to the LSA process Is the establishment of testability requirements, Including
performance monitoring, BIT, test equipment, diagnostic test points, etc.
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It Is Important that this allocation process Includes:

o FD/Fl coverage for all (100%) faults known or expected to occur at each
maintenance level, and

o Quantification of all diagnostic elements.

Figure 3 Is a Notional Diagnostic AIlocatlon Specification, which ex.emplifles
these concepts. This allocation process Is also closely tied to the optimization process
(Requirements 02.3). It Is Important that this allocation process Includes quantification of
all diagnostic elements. For Instance, the time to access technical Information can
determine whether paper or electronic delivery of technical information Is required. Formal
training time may Influence the need for on-the-job training aids.

This system-level allocation forms the basis for the System Specification
discussed under Requirement 01.2. It also Is followed by allocatlon down to subsystem
and Item levels,

Allocate Requirements to Item Development Specification

System-level diagnostic requirements are allocated down to subsystem and Item
levels for the purpose of the development of those Items. Diagnostic requirements for
Configuration Items (Ci) support two distinct requirements: system test (primarily BIT) and
shop test (ATS and GPETE).

Quantitative testability requirements for each Configuration Item are allocated
from system diagnostic requirements based upon FMEA data, relative failure rates of Cis,
mission crttlcalty of the Cis, what Is achievable for each Cl or other specifled criteria. The
failure detection level of the Ci Is weighted by the hems' failure rate to ensure that system-
level fault detection capability Is achieved. Table 4 Is an example of an allocation of a
system- level BIT fault detection requirement which iv allocated to five configuration hems.
The table shows three alternative FD allocations which meet the system- level SIT FD
requirement of 95%.
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SAýLLOCATIO0N OFF DIAGNOSTIC REQUIREMENTS REQUIREMENT #2.2

TABLE 4 SAMPLE ALLOCATION OP 98% BIT FD REQUIREMENT

CONIQGURATION X PD ALLOCATION FD ALLOCATION FD ALLOCATION
ITEM X 104  #1 0 #3

A 100 .95 .90 .98

S 10 .95 .0 1.00

o so .9 .70 .9e

D 200 .05 .99 .eo

1 100 .95 .14 .0

SYSTEM 460 .9 .95 .95

The BIT performance capability and testability characteristics of GFE portions of
the system should be considered In the allocation. For example, assume a GFE Item has
only 70% BIT fault-detection capability. In order to accomplish the 96% system-level
capability required in the above example, the allocation distribution must take Into account
the capability of each of the Items which make up, or contribute to, the system level. The
capability of the GFE then serves as a constraint in the allocation. In the above example,
given that Item 0 Is GFE with 70% BIT fault-detection capability, the FD allocation scheme
#2 Is a real world alternative and the others, #1 and #3 are not.

Shop test requirements are determined by how the CI Is further partitioned, If at
all, Into Units Under Test (UUT). Diagnostic requirements for each UUT should be
Included in the appropriate Cl Development Specification. These parameters are not
allocated frorm the system-level requirements, but rather are driven by the diagnostic
concept of off-lno test requirements of the Configuration Items.

In many digital systems, built-in test Is Implemented In whole or in part through
software. Here, diagnostic requirements will appear In a Computer Program Configuration
Item (CPCI) development specification. The CPCI may be dedicated to the built-in test
function (I.e., a maintenance program) or may be a mission program which contains test
functiono.
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CHECKLIST

Are all diagnostic elermente quantitatively deflnod?

• Were consbtaints allocated to all diagnostic elements?

U' Were constraints assigned to all maintenance echelons?
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[ OPTIMIZATION OF THE DIAGNO"TIC ELEMENT MIX REQUIREMENT #2.3

WEAPON OPER. CONCEPT DEM/ PROD/
SYSTEM REQMTS. EXPLOR. VAL FSD DEPL.

ACQ. PHASE

WEAPON PRELIMINARY
SYSTEM

ACTIVITIES CONTRACT DESIGN
AWARD

DL'MNOSTIC
ACTIVITIES OPTIMIZE UPDATE UPDATE

_DIAG MIX OPTIMIZE MIX

DIAGNOSTIC ACTIVITY

Given the allocation of diagnostic requirements to the subsystem and unit level,
the *dlagnostlc subsystem" must be defined as part of the overall weapon system
specification. The resulting dlagnostlc subsystem Includes both embedded and external
support. External support must be defined at all levels of maintenance and Includes
technical Information, support equipment, and personnel numbers a&d skill levels.

PROCEDUR.

The starting point for developing the diagnostic subsystem Is the generation of
a diagnostic subsystem profile from the weapon system characteristics and priorities.
Each of the diagnostic elements will have a differing Impact on the weapon system
characteristics. For example, a high priority constraint on logistic support would favor a
high degree of embedded diagnosti, s. On the other hand, constraints on personnel may
favor technical information systems with a high degree of artificial Intelligence. Operational
constraints, which are common across the military services, are:

o Environmental conditions (temperature, rain, dirt, salt spray, etc.)

o Operating locations (dispersed vs. centralized)
(remote/accessible/inaccessible)

o Space Iimnitations (for pe,sonnel and/or test equipment)
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o Mobile or fixed maintenance facilities

o Independent operation or part of a battle group

o Manpower constraints (number and skill levels).

Analysis of the weapon system characteristics In terms of their Impact on the
support elements will generate various support element diagnostic profflAs.

The diagnostic profiles will portray various mixes of diagnostic elements for
different weapon system characteristics and constraints. Each of the diagnostic element
profiles Infers a diagnostic subsystem which car, be built and delivered with the weapon
system. The optimization Issue Is the selection of a diagnostic subsystem which can be
implemented at low risk and which meets the requirements allocated to system,
subsystem, and'unIt level.

The key to optimization, therefore, Is the development or synthesis of various
alternative diagnostic subsystems based upon the weighted diagnostic element profiles.
This is an engineering task and represents an important aspect in the overall
developmeiit of a diagnostic capability for the weapon system. By generation of a
diagnostic subsystem, early In Concept Exploration, the overall design Integration of
support and prime design elements will be achieved. During the Dem/Val and Full-Scale
Development Phases, the diagnostio subsystem Is refined based upon trade studies.

The key Is to Identify the sensitivity of the various diagnostic element function
contributions to the overall life cycle costs, and to ensure that all diagnostic functional
requirements are considered and included as part of the total diagnostic subsystem
synthesis.

Each diagnostic subsystem altemative synthesized Is evaluated with respect to:

o Impact on Mission Performance Over Time
o Impact on Resource Requirements

- Acquisition Cost
- Life Cycle Cost
- Manpower Requiremrnes

o Responsiveness to operational constraints.

The evaluation Is performed by assigning values related to the evaluation
factors listed above to the diagnostic subsystem or to the elements of the diagnostic
subsystem.
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To evaluate the responsiveness of the diagnostic subsystem to mission
performance requires defining the specific configuration utilized for a specific mission.
The reliability of that configuration to deliver the specified performance is then evaluated
for the time Intervals demanded by the mission scenario. This Is called "intervals
reliability." Interval reliability is the basis for determining diagnostic reciuirements at these
Intervals and Is the basis for reconfigurability, deferred maintenance, and performance
monitoring.

To evaluate the responsiveness of the diagnostic subsystem to operational
constraints, the operational constraints must be assigned qualitative or quantitative
values. The impact of the diagnostic subsystem characteristics on those values (time
demands) must then be determined. This analysis Includes availability parameters as
well as mission reliability calculations based upon the stated time demands and
subsystem utilization. The system reliability model is a very effective and available tool
for this analysis.

To evaluate the Impact of the diagnostic subsystem on resources, cost factors
must be assigned to each element of the diagnostic subsystem, Non-recurring
(development) and recurring (production and support) costs must be considered. The
manpower requirements associated with the alternative diagnostic subsystems must be
evaluated. Specific program existing LOC models should be used In this analysis. Data
Items should be standardized wherever possible.

The cost deltas associated with alternatives must be evaluated with respect to
the off-line maintenance workload costs and efficiencies generated by the alternative
embedded diagnostic subsystems. A key diagnostic element driving workload Is
ambiguity group size and RTOK rates.

Based upon the evaluations performed, the optimum diagnostic subsystem
alternative Is selected and the weapon system diagnostic concept is established and
documented. The diagnostic concept Includes prime system architecture considerations,
BIT requirements at the system and subsystem levels, test equipment, technical
Information and personnel and training requirements for each level of maintenance. The
diagnostic function of each element must be clearly and quantitatively defined as a
diagnostic requirement.

Utilizing the above procedure, the result of the optimization process Is the
development of a diagnostic subsystem early in Concept Exploration. This parallels the
development effort for radar subsystems, fire control subsystems, etc, The diagnostic
subsystem becomes a weapon system attribute early in Concept Exploration and
continues to evolve during subsequent program phases.
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GUIIDANCE

RADC Issued the report, 'Tools for Integrated Diagnostics" (RADC-TR-86-19B),
which established criteria for developing an optimized diagnostic mix of built-in, external,
and manual testing resources for an electronic system. As of the publication date of this
document, there is no formal algorithm for defining an optimized diagnostic mix. A
methodology for performing diagnostic optimization will be a product of the RADC
Automated Testability Decision Tools Program, which will be completed and published In
mid.1990.

A generic hierarchical view of a diagnostic subsystem which Includes
engineering and program management disciplines as well as embedded and external
support elements Is Included below to serve as guidance for the contractors. This
Indentured diagnostic subsystem breakdown will allow costing by the contractor for
various alternatives proposed to satisfy the diagnostic requirements which have been
allocated at all system levels. As experience data Is accumulated on diagnostic
subsystem effectiveness and cost, it will be possible to predict many of thess values early
In Concept Exploration using the diagnostic profile.

DIAGNOSTIC SUBSYSTEM HIERARCHY

I. PROGRAM MANAGEMNT/ENGINIEERING

A. Requirements Analysis
B. Diagnostic Design & Analysis/Assessment
C. System Integration & Test
D. Maturation Program

II. EMIEDDED DIAGNOSTIC ELEMENTS

A. System-Level Diagnostic Elements
1. System-Level Diagnostic Hardware

a. Test and Maintenance Bus
b. Sensors/Mondtore
c. Diagnostic PaneVDIsplay
d. Embedded ATE

2. System-Level Diagnostic Software
a. Status Monitoring
b. Self Test/Expert Systems
o. Prognostic.
d. Reconfigurability

3. Diagnostics Information System
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B. Subsystem Diagnostics

1. Subsystem "A" BIT
a. BIT Hardware

1. On Chip
2. On Printed Circuit Board

b. BIT Software & Firmware
c. Interface to T&M Bus

2. Subsystem "B" BIT (Radar), etc.

III. EXTERNAL DIAGNOSTIC ELEMENTS

A. O-Level Diagnostics

1. Technical Information
a. Maintenance Aids
b, Paper-Bued Manuals
o. Diagnostic Data Base

2. Test Equipment
a. Manual Test Equipment
b. Automatic Test Equipment

1. ATE Hardware
2. Diagnostic Software

a. Expert Systems
b. Test Program Sets (TPS)

3. ATE/ILS

3. Trained Personnel
a. Manpower
b. Skills

1. Formal Training
2. On-TheJob Training

4. Diagnostic Data Colleotion/Analysis System (MIS)

B. I-Level Diagnostics

1. Technical Information
a. Maintenance Aids
b. Paper-Based Manuals
c. Diagnostic Data Base
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2. Test Equipment
a. Manual Test Equipment

b. Automatic Test Equipment
1. ATE Hardware
2. TPS
3. ATE.LS

3. Trained Personnel
a. Manpower
b. Skills

1. Formal Training
2. On-The-Job Training

4. Diagnostic Data Coleotloni/Analysls System

C. D-Level Diagnostics

1. Technical Information
a. Maintenmnse Aids
b. Paper-Based Manuals
c. Diagno-atlo Data Bae

2. Test Equipment
a. Manual Teat Equipment
b. Automatic Test Equipment

1. ATE HW
2. TPS
3. ATE/iLS

3. Trained Personnel
a. Manpower
b. Skills

1. Formal Training
2, On-The-Job Training

4. Diagnostic Data Collectlon/Analysis System
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OPTIMIZATION OF THE REQUIREMENT #2.3
DIAGNOSTIC ELEMENT MIX

CHECKLIST

Does the "diagnostic subsystem" Include all maintenance
levels?

6]r Was the optimization of the "diagnostic subsystem"
performed by doing a unit criteria analysis of
various proposed "diagnostic subsystems"?

U' Do you have a reasonable degree of certainty
that the chosen "diagnostic subsystem" represents
an optimal solution?
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WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPL.ACQ. PHASE

I- ILI Aa
WEAPONSYSTEM

ACTIVITIES CONTRACT
AWARD

DIAGNOSTIC
ACTIVITIES RISK UPDATE

ANALYSIS

DIAGNOSTIC ACTIVITY

The initial diagnostic subsystem, generated to implement the allocated
diagnostic requirements, must go through a thorough risk analysis during the Dom/Val
Phase. During subsequent Full-Scale Development, the diagnostic subsystem Is
optimized utilizing results of trade studies, The Initial diagnostic element mix postulated
during Concept Exploration Is analyzed by the contractor for risk during that phase by
technology assessment, However, risk assessment can take Into account threat,
technology, resources, schedule, and cost.

PnR-CIDUFRE

The procedure for performing risk analysis on the diagnostic subsystem will
follow the same type of assessments conducted for risk analysis for other weapon system
elements. For example, the risk assessment for a radar will Include assessment of Its
new development components, assessment of schedule, cost rike, and assessment of
the overall technologies involved In the development and Integration of a total system to
meet the performance requirements. Since the diagnostic subsystem will be treated as a
major element of a weapon system, the same procedures should apply for it, Heretofore,
diagnostic subsystems were not treated as an entity and risk analysis was limited only to
the physical diagnostic hardware, such as automatic test equipment and built-in test.

Risk assessment shall Include the Isolation within the diagnostic subsystem of
all development and non-development items. For development Items, waiting factors in
terms of criticality of that Item shall be assigned and the items shall be categorized with
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respect to risk. For Items considered high development risk, workarounds shall be
developed and trigger points for decisions on their Implementation shall be listed. The
risk analysis documentation shall be utilized to impact the Statement of Work for the
Drn/Val Phase. During DemNal high.risk Items shall be prototyped and demonstrated to
the satisfaction of the Government Program Manager.

The Defense Systems Management College has generated guidance on risk
management, which Includes risk assessment, risk analysis, risk handling techniques, and
risk control. This guidance covers risk management for the entire weapon system, but Is
equally relevant to the weapon system's diagnostic capability. Both risk assessment and
risk analysis need to be addressed early In the development of the weapon system. Risk
assessment Is the process of examining a situation and Identifying areas of potential risk.
Risk analysis Is examining the change of consequences with the modification of risk input
variables, At the time this Contractor Program Managers Guide was Issued, the Defense
Systems Management College is publishing a risk management guide, which further
defines the methodology for doing risk assessment and analysis. Appendix C describes
several tools for assessing risk in relation to time, cost and producibility.

MIL-STD. 1388.1 (Logistics Support Analysis) contains, In Tasks 203, 205, and
303 guidance on comparative analysis, supportability related design factors, and
evaluation of alternatives for trade-off analysis, all of which are directly related to the
weapon system's diagnostic capability.

Lessons learned have pointed to some overriding areas of risk which must be
considered during the Initial risk analysis assessment. These high-dsk areas are listed in
the following paragraphs:

The logistic support analysis process will usually generate requirements for
each of the logistic elements comprising the overall logistic system. These requirements
are based upon Inputs regarding the level of embedded support to be designed Into the
weapon system. The Logistic Element Manager, given these inputs, proceeds to develop
sparing requirements, support equipment requirements, training requirements, etc. A
large program risk area occurs when the promised embedded support area does not
materialize. It Is imperative, therefore, to close the loop between assessment during
Dem/Val of the diagnostic element capability and that Impact on all logistic elements,

A second major risk area occurs when a prime weapon system, which has been
developed for a specific maintenance strategy and concept, Is utilized In.a completely
different mission environment. For example, a major weapon system deployed In a three.
level maintenance environment may be required to operate for extended periods of time In
a dispersed operathig location with less then full support. The sustainabillty and mobility
requirements imposed upon that weapon system may not have been Included with
sufficient priority In the Initial analysis to develop capability for that operational
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environment. It Is, therefore, Imperative that as part of the risk analysis, the assessment
of weapon system characteristics and the application of weapon system priorities be
reviewed prior to commitment of system development resources.

A third high risk area worthy of special consideration Is the analysis of the very
large scale Integrated circuits and very high speed Integrated circuits (VLSI/VHSIC).
Despite the Intensive use of on.chip testing for these devices, It Is Imperative that a
standard systems approach be generated by the contractor. Testability techniques
Including signature analysis and boundary scan designs must be evaluated at the system
and subsystem level prior to commitment of development resources. Standardization by
the contractor of the embedded support architecture will eliminate many high-risk
problems caused by multiple vendors supplying different types of on-chip testing.

A fourth high risk area occurs when weapon system managers fall to
comprehend and Implement the existing fielded maintenance standards that are used to
support the deployed system. For example, the military has for many years been
formalizing the use of IEEE.STD 716 C/ATLAS language for Depot maintenance. The
CASS, IFTE and MATE programs have Institutionalized this approach. Despite this level
of standardization, many programs completely Ignore this fact during the Dem/Val and
FSP Phases of a program, Since the targeted Depot ATE has been standardized, It Is
poIsible to develop test programs starting with Factory.level testing through Integration
and test of the products that are compatible and easily translatable to the fielded
environmerit. Tiste concept, called vertical commonality, will mature the test programs so
that during deployment the logistic system will have a major capability and remove many
of the risks associated with transition from Interim contractor support to full government
support. Utilizing expert system knowledge during these same phases will allow the test
program to contain levwls of artificial intelligence to extract and utilize experience data on
prior failures during the Deployment Phase.

The fifth high risk area Is the Incorporation of government furnished equipment
(GFE) In weapon systems. Care must be taken to ensure that the diagnostic
requirements and capability are known and verified. The Government Program Manager
must be Informed if the required weapon system diagnostic capability Is compromised by
deficiencies In the GFE.

The sixth and final large risk area Is the Integration and test of the weapon
system prior to delivery. Since weapon systems have become extremely software
dependent and since many weapon systems are multi-mission In nature utilizing shared
resources, it Is Imperat've that the Integration and test function In a program be utilized to
remove as much risk as possible from the weapon system. Integration of the diagnostic
elements Into the weapon system will po'ovlde a major "handle" for the contractor in terms
of enhancing the integration and test functions. If no attention Is paid early In the game to
this high potential risk, the Integration and test functions will be extremely time consuming,
may not come together on schedule, and may cause program hardships. If properly
achieved, integration and test can be streamlined to recover much of the upfront monies
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spent on enhanced testability features. It is therefore imperative that this area be given
serious attention by risk assessment studies early In Concept Exploration and proceed
through Dem/al and Full-Scale Development.
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CHECKLIST

Was risk analysis performed for the entire
"diagnostlc subsystem" ?

Were adlustmente planned for In those cases where
one of the diagnostic elements fails to moet
expectations?

Were available standards taken into account?

Have the Integration and test risks been defined?
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DESIGNING ThE DIAGNOSTIC CAPABILITY

OVERVIEW TESTABILITY/

The design of the diagnostic capability Is DIAGNOSTICS
fractionated among a number of system
engineering and'supportability functions,
Reliability, maintainability, Integrated logistic
support, testability, human engineering, and PROGRAMMATIC
safety considerations all play significant roles In .GRMAI
determining the requirements of the diagnostic
capability and the design of this capability. The REQUIREMENTS
design process Is further fractionated by the .RQRE NT
relegation of this capability to the various levels of
maintenance. The diagnostic design process Is DESIGN is
controlled by a large number of military standards,
which deal with the design process and criteria.
All of these "placess of the design process must ASSESSMENT
not only work together, but the diagnostic date
produced must be available at specific times. A
break In one of the links can compromise the _REVIEWS
design. A cohesive, Integrated design process Is
required, It Is the Program Manager's job to
assure that this Integration Is realized and the EVALUATION
designer's job to produce this effective diagnostic
capability In an efficient m.nner. --'tMAnTURATONI

IMPORTANT CON.iDERATIONS TO OR ADDRESSED

3.1 Assure cohesiveness and efficiency In the design of the diagnostic
capability.

3.2 Establish diagnoetlo design orlterla which can be effectively utilized.
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I I i i i •_ i-

WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPL.

ACQ. PHASE

WEAPON
SYSTEM SDR PDR CDR

ACTIVITIES

DIAGNOSTIC /a Aa /l Aa

ACTIVITIES DLAONOSTIC PRELIM. DETAI.L FAIRICAlnON
SPEC. DESIGN DESIGN

DIAaNosITir ArlVlI"Y

The designer Is responsible for the efficient development of an effective
diagnostic capability.
PROCJDURI

The cohesiveness of the diagnostic design process Is dependent upon the
cohesiveness of the design Information flow, Many f actors effsot the effectiveness and
efficiency of this Information flow. The first Is timing - What Is done In what sequence?
The second factor relates to the various disciplines Involved in the design of the
diagnostic capability. These disciplines are controlled by a sizeable number of military
standards, which relate to reliability, maintainabillty, testability, safety, human engineering,
software, and training. These standards tend to fractionalize the design of the diagnostic
capability, Insomuch as each plays a significant part of the process. The third factor deals
with the automation of the design process. Computer-aided tools coin promote the
cohesiveness and the efficiency of the process. Thus, the designer must understand the
capabilities of these tools and be able to apply them effectively and efficiently,
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GUIDANCE

The guidance provided In this section Is designed to permit maximum visibility
Into the diagnostic design process. The designer must understand the design process
flow, timing, and data requirements which must be satisfied. In addition, it is Important to
recognize that current data Item procurement practices may not always be supportive of
the design activity In-process data needs. At times, the CDRL and associated DID do not
adequately reflect these In-process needs. The high data item generation/revision costs
generally experienced are strong motivators for delaying data item preparation to a point
where the design has stabilized, Such motivation is in direct conflict with the utilization of
the data to make design decisions. A complete, detailed data submittal Indicating that the
design Is flawed Is of little use after the design has been completed. The guidance that
follows has been designed to provide the necessary insight Into the design process, which
will assist the designer in doing a better job.

Design Environment

The diagnostic design environment Is an essential component of the overall
diagnostic design activity, which has beeti established by the contractor In response to
the RFP requirements. This environment encompasses both the implementation
methodology and the specialty coordination associated with the diagnostic design
process. Evidence of these should be apparent In the Interim products of the'design
effort, which are made available to the government program management function (at
both Informal In-process reviews and formal system-level design reviews).

Diagnostic design Is characterized by Its Iterative nature and a high degree of
Interdependence with the supportability engineering specialties (I. e., reliability,
maintainability, Integrated logistic support, testability, human engineering, and safety).
The allocation of diagnostic resources must be based on Inputs from these disciplines.
Therefore, the timing and quality of data Interchanges must be In accordance with the
program plans. A breakdown In data availability and exchange can be responsible for
program delays and shortfalls In the fielded diagnostic capability.

The data flow required to develop the composite diagnostic capability must be
responsive to the diagnostic mix established for the specific system under consideration.
Embedded d;agnostic features, such as built-in test (BIT), built-in test equipment (BITE),
system integrated test (SIT), performance monitoring, status monitoring, embedded
training, embedded maintenance aiding, adaptive Al-based diagnostic systems, etc., are
an Integral part of the prime equipment design. Therefore, the diagnostic data flow
associated with these features must be Incremental and continue until the detail prime
system Configuration Item designs are complete. For the external diagnostic elements,
such as automatic test equipment and the associated test program sets, manual test
equipment, portable maintenance aids, technical Information (hard copy or el,,tronic
delivery), training, etc., the diagnostic data flows Into the LSA process up to the point
where the firm requirements for these diagnostic elements can be established. Once firm
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requirements exist, the diagnostic design environment must facilitate a smooth transfer of
data, which Is sufficlent In terms of detall and format to permit fabrication of the required
external diagnostic capability.

Table 5 Is a listing of the major military standards which influence the design of
the diagnostic capability. Some of these military standards are programmatic In nature, In
that they establish a specific program and describe the tasks which can be undertaken.
The remainder of the standards are process or product-oriented. As can be seen, these
standards Influence various aspects in the design of the diagnoctic capability, starting
from establishing diagnostic requirements, through the design and assessment of the
diagnostic capability. There Is a sequence of tasks and procedures cited In these
standards which can be applied to the diagnostic capability. The Interfaces and
relationships between these various activities are complex and cannot be easily
diagrammed to promote understanding. Establishing diagnostic requirements Is
described In Requirement #2, and the assessment Is described under Requirement #4.
Thus the following guidance will address the design of the embedded and external
diagnostic capability.

Design Integration

Figure 4 Is a simplified diagram of the Information flow In the design of the
diagnostic capability. The design process begins with a maintenance concept and design
data, such as specifications, block diagrams, and schematics. Establishing the system's
architecture Is the next step. System's architecture has a major Impact on the design of
the fielded diagnostic capability. The concept of fault tolerance supports the maintenance
concept by promoting graceful degradation of the system's performance, thereby allowing
the maintenance to be performed at the user's convenience rather than dictated by when
faults occur. Design for testability concepts play an important part at this time.
Partitioning especially Is closely tied to fault tolerance, because the performance
monitoring capability must be able to detect failed Items In order that the capability of the
system Is known, that necessary switching to alternate means Is facilitated, and that
maintenance actions can be Identified.

The Failure Modes and Effects Criticality Analysis (FMECA) utilizes the
system's architecture and design data to determine the modes, causes and effects of item
failures. This data drives the maintenance and safety requirements which In turn help to
establish the diagnostic logic, test point selection, and test requirements. From this
Information, the diagnostic capability Is designed and fabricated, Including the testing,
(built-in and external), technical Information, training, and personnel capability. Obviously
this entire process Is iterative In nature - a factor not Indirated.4n Figure 4.
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TABLE 8. MILITARY STANDARDS APPUCABLE TO THE DESIGN OF THE DIAGNOSTIC CAPABILITY

REQUIREMENT DESIGN ASSESS

6 A 0 R F 1 B A M T P A D
S L PI A N IT A E N I
T L T 8 U H T 6 N 0 R A M
A 0 1 K L E / / U H S L 0
SC M T R ST A Y N

L A I A IP L 86
I T Z 8 T N T 0 1 1 T
Sa I a S O T T N 8 R
H 6 L I F T A

S I T S 0 R f
8 Ra T N I

A T a 0
N A E N
T U 0

ML.STI.eT -1t-Lalls x x x x x x
P suppor Anhis•

0 MI.8TD7-6 RebfIty X X X X X X

A ML.STD.47O Mah~nWh X XX X X XX X X X X
M
M ....

A ML-$TD-1$TeI X XX x X XX X X XX
T

0 ML.STrD4 S12 X X X

MILL.STO.l6 Sftws- X x x x x X x X x

ML-H-46U Humean x X X X X

MPL-TO-1 801 AMalyi X X

P ML-TD-416 Teoo X X X
II Preionsw

o PUL-STDO-lflIPmpdekn of X x
U .148 TeslRI.Do•1
0 - -3-TO t o

T MIL-STO-1lev Prooodwsm f x
/ MICA

I MIL4TD-471 Ma#elqy X
8

MIL-STO-.T R.llly x
11 d 6' g & heed.

MIL.STD 1WO5 Cantrad x
TralM r rovg .

3-6



EPROFIDIGU 4. DOESIGNVE ETINO DIAGNOSTIC CAIGPAOESBRQIREMETY#.

3.7rm
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The concept of vertical testability was introduced years ago. In essence, this

concept addressed the compatibility of testing among all levels of maintenance, Including
factory testing. The core of this concept Is twofold. The first is the establishment of a
Cone of Tolerance among these levels, and the second deals with the compatibility of
environments under which these tests are performed.

The Cone of Tolerance concept Is depicted In Figure 5, In which the testing
tolerances are widened as the unit Is tested closer to its operational environment.

The compatibility of testing environments can be implemented best through the
use of common test equipment at Intermediate, Depot, and Factory Levels, This
commonality of test equipment and any associated test programs is the method for
implementing this compatibility.

The concept of vertical testability Is key to the integration of the design of the
diagnostic capability. Therefore additional guidance on vertical test methods Is contained
In Appendix D, This appendix also includes guidance on documenting the results of
vertical testability analysis to assure this Information will be Integral to the diagnostic
design process.

Extension of this vertical testability concept is recommended for the entire
fielded diagnostic capability. Figure 6 depicts this concept, in which vertical testing Is
shown on the left and Is joined by technical information and personnel and training
compatibility requirements. Not only Is this compatibility required vertically, but also
horizontally. All elements that make up the diagnostic capability must be compatible at
each maintenance level.

This concept of vertical and horizontal compatibility is key to the Integration of
diagnostic capability. The entire process Is driven by the diagnostic logic which effects
the requirements for all of the diagnostic elements. This diagnostic logic can be
established by a variety of means including the use of maintenance dependency charts,
fault trees, etc. To implement this concept, a series of matrices similar in format to Figure
6 can be prepared at various system hierarchy levels (e.g., system, subsystem, LRU,
SRU). These matrices should be tailored to the unique requirements of a specific weapon
system and may be used in conjunction with other required data deliverables (e.g., test
requirements document).

3-8



IPROVIDING A COHESIVE DIAGNOSTIC DESIGN PROCESS REQUIREMENT #3.1

- MINUS- . PLUS-
OPIEATINO REQUIREMIMTS

I.

1I

/ JANIZArlOtA LEVEL

IN1M~kT LVEL

OOETMNSl

TN I4MW4DESIGN1 APRVALU

FIGURE 5, CON OF TOLRA.-NCE

3-9



PROVIDING A COHESIVE DIAGNOSTIC DESIGN PROCESS REQUIREMENT #3.1J

STi TKOHtNIOAL P"N0,". Af., MAPR1AN0
______ _, _ _INIPORMATION & T1A!1NO LEVUL

V DIAGNHOSIC LOGIC ..
a
Rt T

T 8 TIK
a T 0 a 'V
A N 0 M A T 0
L P a M 'V T A I ft K

o is I I N A I MI11IDIATI
o i 0 0 S 0 N I I L

P N F H T N N L
A T N I S I
a T T P I N L I.
N 9 0 a At C A N 0k a M"PT
0 a L 0 A N A V
* L I T a L a T A a
T a N I a I L

I A S A P A 0 9
o 'V N a M U A 1 8 PACTORY
6 a U A a I A

1o u D LN P 5 __ _

-1 W - - I II 16-1 - - --

COMPATIBILITY

FIGURE 6. Design Integration of Diagnostic Capability

AUTOMATION OF THE DIAGNOOTIC DESIGN PROCESS

Automation of the diagnostic design pro *eae Is encouraged to provide a more
efficient and effective design process. The di; jnottlc design process should be an
Integral part of prime system oomputer-aided engineering and design,

The added efficiency and effectiveness in the use of automation Is reflected In a
number of ways. The effect of changes In either the diagnostic design or the prime
system design can be readily ascertained a4 the design progresses. This Iterative
process then can give the designer information on whether or not the diagnostic
specification requirements will be met. In addition, automation permits the concurrent
development and evaluation of the entire diagnostic capability along with the remainder of
the prime system.
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Diagnostic Design Tools

Diagnostic design tools enhance the effectiveness and efficiency of the
process'. A description of available tools and processes Is available In Appendix C.
Appendix C Identifies automated tools which can assist the designer in performing three
major facets of the design process: system architecture design, implementation of design
rules and practices, and diagnostic authoring.

The first element pertains to design automation tools that assist the designer in
synthesizing a prime system functional capability, as well as providing an "environment"
for developing a diagnostic capability concurrently with the prime weapon system
development process. The architecturel tools not only provide a capability to synthesize a
functional capability, but also assist the designer In understanding systems methods of
doing design work (I.e., operation).These tools generate documentation data bases,
which are either explicitly or Implicitly usable in the testing, technical information and/or
personnel training disciplines.

The second element pertains to automated or manual tools whion "capture"
expert knowledge bases In diagnostic-related matrices for use by the designer. These
knowledge bases may range from highly sophisticated and automated expert system
software to unautomated, rudimentary checklists.

The final element pertains to tools and/or teochniques which enable the designer
to "author" (iLe., generate) diagnostic software routines and procedures utilizing prime
system design data bases or heuristic Information sources. These diagnostic authoring
tools typically take the form of either expert system "knowledge bridges," which facilitate
the extraction and/or generation of diagnostic-related procedures; or automatic test
generators/fault simulators, which generate digital test vectors to fault detect/fault Isolate
an explicitly defined fault universe (i.e., stuck "1"/stuck "0"). In addition, time-tested
analog and mixed mode simulators may be utilized not only as functional design tools, but
also as diagnostic authoring tools In deriving and analyzing diagnostic test tolerances
utilizing worst case or Monte Carlo analysis techniques.
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DESIGN PROCESS

CHECKLIST

]' Has a concerted effort been made to assure vertical
and horizontal integration and compatlbillty of
all elements which cornDrise the diagnostic capability?
Has this been documented for review?

SHave steps been taken to utilize automation of the
di• nostic design process to enhance design efficiency
and to improve the effectiveness of the fielded
diagnostic capability? Have available design tools
been utilized7
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WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPL.

ACQ. PHASE

WEAPON
SYSTEM SYSTEM SYS. PREL. DETAIL
ACTIVITY ANALYSES SPEC. DESIGN DESIGN

DIAGNOSTIC
ACTMTIES DIAGNOSTIC DESIGN

DIAONOSTIC ACTIVITY

Design of the diagnostic capability and the elements that make up this
capability are Initiated early In weapon system development, It begin. soon after Initial
analyses and allocation are completed and extends at least until Full-Scale Development
has been completed. Design criteria and guidance need to be available for use as the
diagnostic capability design progresses. Obviously, the bulk of this design guidance Is
utilized by the designer of the prime system and Its support capability, He needs to be
totally familiar with guidance that Is available and be able to apply It appropriately.

PRPIOCEDURE

Design criteria and guidance relating to the diagnostic capability and Individual
diagnostic elements are available from a number of sources, including standards,
handbooks, and guides. Most often, this guidance Is not a contractual requirement,
except when a specific military standard Is Invoked. However, for the most part, the
contractor should utilize this guidance material as he sees fit, as long as diagnostic
requirements are met and Interfaces are controlled. In addition, examples which depict
the Integration of the various diagnostic elements will be of value to both the manager and
the designer.

Guidance to the designer consists of material contained in this section and
Identification of additional guidance where published material Is not readily available.
Tools to assist In the design process are described In Appendix C, 3.0.
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GIDANCE

The following are references to existing design criteria and guidance.

General Guidance

I. MIL-STD-454, Standard General Requirements for Electronic Equipment

This standard covers the common requirements to be used In military
specIfications for electronic equipment. Reliability, maintainability, and
human engineering requirements are Included in this standard, However,
for these types of engineering disciplines, the guidance stresses that this
standard does not establish requirements and must not be referenced In
contractual documents. These three requirement examples offer direction
on what should be considered In preparing contractual documents.

2. MIL.STD-415, Design Criteria for Test Provisions for Electronic Systems and
Associated Equipment

This standard establishes design criteria for test provisions that permit the
functional and static parameters of electronic systems and associated
equipment to be monitored, evaluated, or Isolated. The standard, In Its
present form, (Revision D) addresses older technologies and thus, If
referenced In contractual documents, must be tailored to address only
certain provisions In this standard.

3. The RADO Reliability Engineers Tool Kit

The Tool Kit Is Intended for use by a practicing reliability and maintainability
(R&M) engineer. Emphasis Is placed on his role In the various R&M
activities of an electronic systems development program. The Tool Kit Is a
compendium of useful R&M reference Information to be used In everyday
practice.

4. Study of the Causes of Unnecessary Removals of Avionics Equipment
(RADC.TR-83-2)

This study cites and verifies the causes of unnecessary removals of suspect
Items from avionics equipment and contains Information on minimizing this
problem.
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System Architecture

Appendix E contains a compendium of testability and diagnostic design
techniques, which provides designers various approaches and techniques for achieving
Improved testing of weapon systems. There are a number of other guides, which address
the architecture of the system design, that promote Improvements in the system's
diagnostic capability. Included are:

1. Architecture Specification for PAVE PILLAR Avionics, January 1987,
SPA90099001 A

This specification addresses the advanced avionics architecture which Is
specifically targeted for advanced tactical fighters and, In general, for all
military aircraft applications. This architecture promotes a much-Improved
approach, which will foster an Improved diagnostic capability. An example
of this approach Is contained later In this section.

2. Reliability, Testability Design Considerations for Fault Tolerant Systems
(RADO-TR-84-57)

Furnished reliability and testability evaluation and application guidance for
fault-tolerant designs.

For fault tolerant systems, It Is Important that the design's Inherent testability
provisions Include the ability to detect, Identify, recover, and If necessary, reoonfigure and
report equipment malfunctions to operational personnel. In addition, because fault
tolerant systems often ar(1 characterized by complex non-serial reliability block diagrams,
a multitude of back-ups with non-zero switch over times, and imperfect fault detection,
Isolation, and recovery, It Is Imperative that the technical manager assure that effective
testability provisions are Incorporated In the system design concept. If not, the design
when fielded will exhibit long troubleshooting times, high false alarm rates, and low levels
of system readiness.

Fault tolerance and recovery strategies will have a significant Impact on the
degree to which testability Is designed Into the system. For example, when Incorporating
testability/diagnostic capability Into the design, the penalties Imposed by a fault tolerant
system design which employs active redundancy and voting logic may be less than those
Imposed by a design employing standby redundancy. With active redundancy, the prime
system hardware and software are more readily adaptable to perform multiple functions
(Including those required for testability). In active redundancy systems with voting logic,
the performance/status monitoring function assures the operator that the equipment Is
working properly. This approach also simplifies the isolation of faults since the failure Is
easily Isolated to the locked out branch, by the voting logic. In systems employing
standby redundancy, test capability and diagnostic functions must often be designed into
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each redundant or substitute functional path (both on-line and off-line) in order to
determine their status.

Although the addition of redundancy Is usually effective In Improving system
reliability, the technical manager Is cautioned that the reliability Improvement may be
highly dependent on achievable FDIFI levels. In some cases, It Is possible for Imperfect
FD/Fl to actually cause system reliability to degrade as more redundant equipment Is
added. In general, the effect that varying levels of FD/FI have on system rellability can
be evaluated by parametric analyses. The range of FD/FI values used In the analyses
should be based on past experience with similar hardware/software systems and adjusted
by evolutionary trends and expectations for state-of-the-art devices and designs.

Test Method•ology for Fault Tolerant Systems - The following discusses a
number of desirable design considerations for fault tolerant system testability.

o Comparison Method - An effective method for testing similar systems with
similar Inputs and outputs Is to compare outputs and flag any gross
disagreements. A means to determine which branch Is faulted and an error
log entry should be mandatory.

o Redundancy Verification - Each redundant path should be tested Individually
to prevent the mashing of faults In redundant items.

o Flexing of Spares - Periodically activate the built-in-test of the hot spares,
log any errors found, and report status before these Items are needed for
system operation. This will prevent a faulty unit from being switched In when
the system reconfigures.

o Voting Scheme Technique - A typical example of a voting scheme technique
Is to compare output values from three different sources. Confidence Is
placed In that value where at least two of the three sources agree. Errors
found should be logged, and the source of the erroneous value should be
recorded and corrected at an appropriate maintenance Interval. Since
diagnostic procedures are generally designed to locate a single fault,
potential exists for the occurrence of multiple faults (e.g., a stuck-at-1 In
multiple locations) than can go undetected. It may be necessary to add
logic or test circuitry to ensure that each state, and each state transition,
occurs correctly.

o Error Correction - Detection of degraded performance in states preceding an
error correcting function Is difficult since the error correcting function makes
its preceding degraded state appear healthy. The error correcting functions
should keep count of the number of times a correcting function had to be
made and a record made In an error log. When a predetermined threshold
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count Is exceeded, a test signal may be Injected to determine If the Input
stage Is unacceptably degraded.

o Multiple Redundancy - In redundant systems, which are allowed to degrade
gracefully through failures of redundant elements, a test should be
established to verify that minimum acceptable system performance and
redundancy levels are available at the start of a mission.

o Caution Indications - Fault tolerance can be applied to a variety of system
types (i.e., electrical, mechanical, hydraulic, environmental, etc.).
Regardless of the system type, It Is customary to Include a cautionary
Indication whenever a back-up system is called Into service, especially for
safety critical functions.

Fault Detection Latency Times - One of the most rigid demands Imposed upon the
testability design of fault tolerant systems Is the quick response time necessary to
reconfigure. Hence, the testability design process must take Into account both spatial and
temporal considerations for ftult detection, The failure detection approach selection must
be based upon the requirement for maximum acceptable failure latency. Continuous
failure detection techniques should be used to monitor those functions that are mission
critical and/or affect safety and where protection must be provided against the
propagation of errors through the system. Periodic testing may be used for monitoring
those functions which provide backup/standby capabilities or are not mission critical.
Operator Initiated testing is typically used for monitoring those functions which require
operator Interaction, sensor simulation, etc., or which are not easy, safe, or cost-effective
to Initiate automatically. The maximum permitted latency for failure detection determines
the frequency at which diagnostic procedures should be run and must take Into account
function criticality, failure rate, possible wear out factors, and the overall maintenance
concept.

Testabillty

There are a number of guidance documents which address testability Issues.
Some of these are listed below. These deal with the design techniques of controllability,
observability, and partitioning. Controllability Is a design attribute which describes the
extent to which signals of Interest may be controlled by the test process, It relates to
difficulty of tAst generation, length of test sequence, and diagnostic resolution.
Observability Is another dosign attribute which describes the extent to which signals of
Interest may be observed by the test process. The emphasis Is upon selection of the
most appropriate test points. Partitioning oeals with both the physical hardware and the
functional partitioning of the circuitry. Test times and test generation costs escalate
rapidly as partitioning size Increases.

1. RADC Testability Notebook, Final Technical Report, June 1982
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This notebook presents a consolidation of Information relating to testability
design techniques, procedures, cost trade-off tools, and the relationship of
testability to other design disciplines and requirements. Specific examples
of good testability design are contained In this document.

2. MIL-STD-2165, Testability Program for Electronic Systems and Equipments

Appendix B of MIL-STD-2165 cites a series of factors which affect the
Inherent testability of a weapon system. This Information can be used either
as design guidance or, If weighted and scored, can actually provide a Figure
ol Merit for a specific system/unit.

3. Testability Analysis Handbook (Draft)

At the time of printing the Contractor Program Managers Guide, the
Testability Analysis Handbook was in draft form, Publishing Is scheduled
during FY89. The Preparing Activity Is the Naval Sea Systems Command,
CEL-DST. This handbook provides a systematic methodology for
Implementing testability analysis and design requirements, which are
prescribed In MIL-STD-2165, Tasks 201, 202, and 203.

4. Predictions of Organizational Level Testability Attributes (RADC-TR-47-55)

This report documents a methodology for predicting fraction of faults
detected, fraction of faults Isolated, and fraction of false alarms utilizing field
measured data.

Bullt-In Test

1. Built-In Test Design Guide--Joint AMC/CNO/AFLC/AFSC Commanders,
April 1987

This Joint Service BIT Design Guide provides detailed guidelines on the
Implementation of BIT, including BIT design techniques at all levels within
the weapon system.

2. Smart BIT (RADC-TR-85-148)

Application of Artificial Intelligence techniques In the design of BIT, to
minimize false alarms, retest OKs and non-required maintenance.

3. Sensor Handbook for Test, Monitoring, Diagnostic, arnd Control System
Applications to Military Vehicles and Machinery, National Bureau of
Standards
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This handbook Is Intended as a guide for those who design, specify, use,
and test weapon systems containing monitoring sensors. The ,andbook
addresses measures and principles of measurement, data acquisition,
sensor calibration and testing, environmental considerations, stability,
durability, reliability, and error assessment for various types of sensors.

4. Analysis of Built-In Test (BIT) False Alarm Conditions (RADC-TR-81 -220)

This study analyzes the root causes of the false alarm problem and provides
design guidelines for avoiding BIT false alarms.

6. Design Guidelines and Optimization Procedures for Test Subsystem Design
(RADC-TR.80.1 11)

This study provides guidelines and procedures to optimize the design of
built-in test.

6. BIT Verification Techniques (RADC-TR.86-241)

This report covers practical verification techniques for formal and field
demonstration of BIT effectiveness.

The problem of Built-In-Test False Alarms and Cannot Duplicates have plagued
design for many years. These problems must receive the full attention of system
designers. Future generations of BIT must Include more emphasis on Itreaion of
detected system anomalies and better accounting for real world system operating
conditions such as fielded system performance, environmental and operational factors.

In order for the BIT to reach, and remain at, Its full potential In the field, It must
be designed with sufficient flexibility, Including the ability to easily adjust test limits and to
change BIT software without affecting tactical software.

According to the above referenced document "Analysis of Built-In-Test (BIT)
False Alarm Conditions", a common cause of false alarms are sudden environmental
stresses such as momentary high temperatures, or a high "G" turn. The Rome Air
Development Center, at the time of this printing, Is developing a Time Stress
Measurement Device (TrSMD) chip which will monitor and categorize (in compacted form)
data relative to the temperature, axial vibration and shock, and power quality that the
equipment sees over time. A larger module has already been developed and flight tested
which can monitor such characteristics, In the future, BIT Indications can be correlated
with TSMD data to help eliminate the occurrence of false alarms and CNDs, The
Integration of BIT Indications, TSMD data, and smart (artificial Intelligence) processing
may also potentially yield even greater accuracy for onboard diagnostics,
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Automatc Teat Equipment (ATE)

1. Modular Automatic Test Equipment (MATE) Handbook

Although Air Force-oriented, this handbook describe procedures and
techniques for acquiring automatic test equipment.

2. MIL-STD-2077, General Requirements, Test Program Sets

This standard covers the acquisition of test program sets for use with ATE.
Design criteria Is included, which addresses many detail requirements for
TPSs.

Human Engineering

1. MIL-STD-1472, Human Engineering Design Criteria for Military Systems,
Equipment, and Facilities

This standard covers general human engineering design criteria which can
be applied to any weapon system.

Technical Information

There are a variety of standards which address the preparation of technical
publications, Most of these documents are directed at a specific military service. All
address the delivery of paper-type documentation. There Is no firm guidance relating to
other, perhaps more, Innovative means for generating and delivering technical
Information. In the past, many techinical publications have been cited to have
deficiencies. These deficiencies can best be described In the DoD Audit Report No. 87-
116, April 3, 1987, "Summary Report on the Defense-Wide Audit on Acquisition of
Technical Manuals and Related Data From Contractors."

Means should be sought for generating and delivering this technical Information
In a loes costly manner, without compromising Its quality. There are a number of tools
available, or under development, which can assist the designer of this technical
Information In authoring the text, when electronic delivery of technical Information is
contemplated. Some guidelines and standards for automatic generation of technical
information and Its delivery electronically can be obtained from the Human Resources
Laboratory at Wright-Patterson Air Force Base. This guidance Information has been
developed under the Integrated Maintenance Information System (IMIS) Program.

Innovative Ideas for displaying this technical Information are encouraged, as
stipulated In Task 303, MIL-STD-1388-1. Care should be taken to provide for quick
access to the required data. For electronic delivery of this date, formats may vary
substantially from paper-based technical manuals. Previously specified access times and
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Information modification times should Influence the type of generation and delivery
methods. DoD-Instruction 4151.9 requires the services to plan and schedule the
acquisition of technical manuals (technical Information) to ensure their availability In final
form before, or concurrently with, delivery of the system to the field. During design, final
plans should be developed, along with the support equipment which Is furnished.

Maintenance Aide

There Is a need to present technical Information and troubleshooting advice to
the technician on location and readily available for his use. The maintenance aid,
sometimes called a job performance aid, presents Information generated by experts to
assist the less-experinoed technician.

The maintenance aid Is a device, publication, or guide used on the job to
facilitate performance of maintenance. It delivers:

o Historical Information on what fault was found when similar symptoms were
experienced

o Troubleshooting logic to assist In finding the fault

o Procedural Information which assists the technician in finding and correcting
a failure.

Normally, a maintenance aid Is used In conjunction with a testing capability.
Maintenance aide could be paper-based or employ electronic delivery systems.

Electronic delivery of this type of Information opens the door to solving some of
the problems associated with paper maintenance aids. Two attributes of electronic
delivery systems are:

o Information can be available to the technician In a matter of seconds by
carefully constructed menus, In lieu of the technician having to page
through a paper document.

o The collection of historical data and the subsequent modification to the
software programs which deliver this technical Information can be updated
In a matter of seconds, Instead of a matter of months.

This latter attribute lends Itself to the Introduction of expert systems, which often
employ artificial Intelligence technology. The expert system has the capability of
combining various pieces of Information to lead the technician to a logical decision on
what Is faulty and how It can be repaired.
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Another Important aspect of the maintenance aid Is Its ability to train technicians
on the job. Training programs must be closely associated with the design and
development of a maintenance aid.

Over the past 20 years, many maintenance aids have been designed,
developed, and tested. These tests, for the most part, have proven successful. However,
the transition of these maintenance aids Into the field has not been accomplished to any
great extent. One of the reasons Is that specifications, standards, and guidance
Information on how to Invoke this requirement are lacking.

A few Important facts should be remembered when applying maintenance aids
and expert systems.

o The design of the maintenance aids must be done with the user in mind.
Once a working model of the equipment Is available, there should be a
dynamic Interchange of Information between the maintenance technician
and the design engineer to ensure an effective and efficient man-machine
Interface Is attained, *

o User acceptance and adoption of maintenance aids will be facilitated In
cases where potential users are given a trial period in which to become
familiar with these devices prior to their formal Implementation.

o A system must be devised to assure timely updating of information to
correct errors and to add newly acquired Information. Without such a
system, the maintenance aid will quite rapidly become obsolete,

Manpower and Training

After personnel and training requirements/allocations have been made, the
training curriculum needs to be established concurrently with the system detail design.
This Includes the formal schooling curriculum, as well as on-the-job training. One of the
alternatives available, If electronic delivery of technical Information Is employed, Is
combining training aids with the delivered technical Information, These two types of
Information (aiding and training) are somewhat similar in nature and, at times,
Indistinguishable. The training curriculum should be aimed at the user(s) and accessed in
a manner which can be utilized by a variety of users.

These training devices can be freestanding or embedded In the prime system.
They can serve as just maintenance training devices or they can be Incorporated with
operational training. Separate and distinct training devices 'maintenance trainers) may be
required to be developed for the formal schooling.
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PROGNOSTICS

Although rarely considered In electronic system design, prognostics (incipient
failure detection) techniques may have a significant Impact In Improving the operational
readiness and mission success rate of future systems. Having the ability to test an
equipment to see If any of its' critical components are soon to fall could radically change
the repair philosophy for a system, An RADC study entitled "Marginal Checking"
Indicated that often prognostics techniques must be developed on an Item by Item basis.
This being the case, It makes sense to concentrate first on developing techniques for
detecting Incipient failure of high failure rate critical components, The "Marginal
Checking" study has Identified potential prognostics techniques which are appropriate to
cables, power supply bridge rectIflers and CMOS circuitry.
Integration of Diagnostic Elements

There are a variety of ways in which diagnostic elements can be Integrated to
produce a more effective and efficient diagnostic capability. Expert system technology
can be Incorporated in either ATE or BIT to supplement the basic testing capability. Fault-
tolerant design and testability design can be Introduced Into prime system architecture to
promote ease of testing, along with graceful degradation, Maintenance aiding and
maintenance training can be combined to provide on-the-job maintenance and training
information, utilizing a single portable device or embedded Into the prime system. Two
examples of this type of Integration follow.

ADVANCED AVIONICS ARCHITECTURE EXAMPLE AS EMBODIED IN THE PAVE
PILLARt

Advanced Modular Avionics Diagnostic Requirements

Mission availability and probability of mission success expectations for
advanced modular avionic architectures such as PAVE PILLAR are totally dependent
upon the embedded diagnostic capability that Is Implemented as an integral part of the
design. The Implication of this statement represents a significant departure from the
traditional relationship that has existed between the circuit design and BIT/testability
disciplines. An overview of the PAVE PILLAR modular avionics architecture with its
integral diagnostic features is provided In the paragraphs that follow to facilitate an
understanding of the new relationship that must be developed.
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PAVE PILLAR Overview:

PAVE PILLAR Is a highly modular flexible avionic system architecture which
employe a common module set to exploit the commonality In ait-to-air and air-to-ground
missions. The major functional partitions of the avionics suite are: Digital Signal
Processing, Mission Processing, Vehicle Management Processing, and Avionics System
Control, Figure 7 depicts the enclosing boundaries (I.e., Digital Signal Processing,
Mission Processing, and Vehicle Management Processing) for resource sharing, sparing,
and substitutions. The unique characteristics of the functions within each of these
boundaries preclude the utilization of resources across boundaries for the purpose of
recovery or recond(uro'tlon. As a consequence of this partitioning, the diagnostic process
takes place within :.."s s boundaries and the associated results are communicated across
the boundaries to provide the pilot with the required system status. The system
architecture which supports the diagnostic process Is described In the paragraphs below.

Diagnostic Strategy.

The PAVE PILLAR advanced system architecture employs a hierarchical
approach that spans system elements from the Individual chips to the entire system.
Essential features of this hierarchical diagnostic architecture are shown In Figure 8. The
Incorporation of a test control function at each level of fault detection (i.e,, chip, LRM,
subsystem, and system) can facilitate both fault screening and test augmentation
functions. The Inherent flexibility provided by this architecture provides the system
designer the ability to meet weapon system specific diagnostic requirements with a suite
of standard modules,

It Is essential that both the system and detail designer recognize the Importance
of Implementing such a hierarchical diagnostic structure. A suite of standard line
replaceable module (LRMB) will have lndlvliual fault detection, fault Isolation and false
alarm rate specifications that are not necessarily adequate to meet the system-level
requirements imposed without fault screening and test augmentation, Advanced BIT
concepts, which have been Introduced through the "Smart BIT" project, are both
compatible and dependent upon the availability of a hierarchical diagnostic architecture.
A representative diagnostic Implementation Is provided In Figure 9,

LRM Bus Structure:

The bus structure associated with the diagnostic system Implementation, shown
In Figure 9, Is dependent upon local maintenance and data buses, as well as system level
multiplex data communications. At the chip and module level, the primary diagnostic
control Is provided over the VHSIC Phase 2 defined TM - Bus.
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Communication of diagnostic Information between subsystems within the major
PAVE PILLAR partitions (i.e., Signal Processing, Mission Processing, and Vehicle
Management Processing) takes place over the respective partition Multiplex Bus. This
configuration permits the use of a separate diagnostic/malntenance processor, or the
Incorporation of these functions within the mission processing function, This diagnostic
system Implementation is also compatible with the requirements for the System Status
function, as currently defined under the Pilots Associate Program. (The Pilots Associate
Program is sponsored by the Defense Advanced Research Projects Agency under
Program Element Number 62301 E. The performing activity Is the Wright R&D Center
(WRDC).

Diagnostic Applications, Summary and Conclusions:

The diagnostic architecture described above Incorporates all the necessary
functions to support the following operational and diagnostic/testability objectives:

Fault Detection
Fault Screening
Fault Isolation (Controllability, Observabillty)
Fault Recovery (Redundancy, Reconfiguration, or

Graceful Degradation)
System Status Indication
Maintenance Data Recording
Repair Verification
Off-Board Maintenance Interface (IMIS)

In additional to the complete range of functions Identified, the hierarchical
diagnostic architecture offers sufficient flexibility for the system designer to achieve the
weapon system supportability required. The layered access to the diagnostic capability
within the system Is essential for the application of artificial Intelligence based BIT
techniques being developed under programs such as: Smart BIT, Flight Control
Maintenance Diagnostic System, Pilots Associate, etc. (These latter two programs are
being performed by the Wright R&D Center (WRDC), WPAFB, Ohio.)

B-1 EXAMPLE OF DIAGNOSTIC INTEGRATION

The B-1B Bomber provides an example of many different facets of
diagnostics deliberately combined to provide a total Integrated diagnostics
capability. The diagnostic elements Include conventional and artificial Intelligence
diagnostic techniques, real-time In-flight performance monitoring and ground
readiness testing, system performance monitoring for aIrcrew Information and LRU
fault Isolation for maintenance personnel, detailed embedded data acquisition
equipment and ground processing, standard Inspection and other scheduled
maintenance tasks (primarily In mechanical areas), and status Information
developed by the defensive and offensive avionics.

3-30



CRITERIA FOR DESIGNING DIAGNOSTIC CAPABILITY REQUIREMENT #3.2I

As shown in Figure 10, the core of the B-1 B diagnostics Is an on-board
Central Integrated Test System (CITS). The general philosophy of CITS is to
monitor and record activity on the aircraft equipment buses as well as performance
status Information generated by the defensive and offensive avionics system.
Signal levels are compared to standards by the CITS computer. In the event of a
failure, a CITS Maintenance Code (CMC) Is generated Identifying the faulty LRU.
Both the CMC and measured signal levels are recorded for later analysis by a
ground processor located In the Intermediate shop.

Embedded equipment which makes up CITS include four data acquisition
units, a CITS computer, an airborne printer, a CITS control and display panel, and
the CITS maintenance recorder.

Associated ground equipment Is the CITS Ground Processor, It Is used
for retrieving and Interpreting the data recorded during each flight. The artificial
Intelligence portion of the diagnostics (CITS Expert Parameter System or CEPS) Is
also resident in a separate ground computer, The CITS Ground Processor Is used
to evaluate the maintenance codes recorded In flight and Issue work orders directing
the removal of the faulty LRU. CEPS Is used when the CMC does not Isolate the
fault to single LRU. CEPS utilizes past history, expert diagnostic approaches, and
monitored environmental data at the time of the failure to further break the CITS
ambiguity groups for Isolation to the single failed LRU.

Technical Orders (TO9) and crew training still play an Important part in the
overall diagnostics. Ground readiness tests are manually Initiated following an LRU
replacement. These tests are to assure proper system operation. They are
performed per Instructions In the TO. using the applicable tests of CITS, In addition
there are limited physical Inspections directed by the TO. covering the traditional but
still effective monitoring of wear and fluid contamination.

The design process of Integrating all of the above centered around three
established disciplines. They are 1) a structured systems engineering approach, 2)
a Failure Mode, Effects, and Criticality Analysis (FMECA), and 3) Logistic Support
Analysis and Support Equipment Recommendation Data development.

CITS design manuals governed the systems engineering process, These
manuals were created following MIL-Standard software development specifications
and associated reviews. A basic doc'Jment called CITS Autoflow was created for
each system/subsystem which delineated the tests to be made for fault detection
and isolation. The Autoflow Identifies which Inputs and outputs from each box are to
be checked to assure that the problem Is within the box and not caused externally,
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A detailed Failure Modes, Effects and Criticality Analysis (FMECA)
provided the Initial basis for selecting CITS tests. This was augmented by a
structured LSA which Identified all diagnostic tasks required to be accomplished.
Part I Support Equipment Recommendation Data (SERD) was created documenting
the need for all applicable support equipment. CITS personnel then evaluated each
SERD and where pqsslble made sure that the requirement was met by CITS.
Where applicable, other visual Inspections, etc., were also considered. All SERD
requirements were eventually satisfied without the use of a significant amount of
ground support equipment.
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DIAGNOSTIC CAPAB ILITY

CHECKLIST

E•' Are available design criteria rules, and other available
guidance documentation being used?

E• Is the integration of the various diagnostic elements
being accomplished to provide a more effective and
efficlent diagnostic capability?

J' Is design-for-test an Integral part of the
system design process?

g' Has the designer chosen the testabillty/diagnostic
design techn[ques appropriate for the level (or levels)
of test?

I•' Have the general design considerations and the standard
testabillty approaches been thoroughly evaluated and
trade owls performed?

I•' Have appropriate fault Isolation techniques been
incorporated Into the overall approach?

J•' Has the Impact of the physical packaging of the system
been thoroughly evaluated?

E•' Has a test and maintenance bus been considered for
integration Into the system?
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Throughout the design of the weapon system's.J
diagnostic capability, it 1* essential to analyze,
assess and demonstrate ItS performance, Such I,,•-
assessments are an Integral part of logistics,,PRG ,,M-,,
reliability, maintainability, testability, human
engineering, software and safety programs. The =REQUIREMEN'TS1
ability to properly conduct these analyses, -
assessments, and demonstrations is hampered by
the lack of available techniques and tools to help,I '"N
and the Incompatibility of the available tools and ,,
techniques to function together. Thus both the ....
program manager and the designer must have.__.JASSMN
suftiolent knowledge to understand the processes -- '_i
utilized and Integrate these processes and tools= todo othebest possible.job,=, -1 ~ '_

IMPOFRTANT CONSIIDER.ATON,8 TO BE ADDRESSED

4.1 Analysls and assessment of the diagnostic capability should be
performed for the entire diagnostic capaiblity, as well as for euch
diagnostlo element.

4.2 Maintainability demonstratlons should be designed to verify that
ulagnostlc requirements have been met.
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WEAPON OPER. CONCEPT DEM/ ES RD
SYSTEM REQMTS. EXPLOR. VAL FSDPRODACQ. PHASE

WEAPON
SYSTEM SYSTEM PREL. DETAIJL

ACTMTIES SPEC. DESIGN DESIGN

DIA~GNOSTIC AA
ACTIVITIES IN-PROCESS ASSESSMENTS

DIA2!NO2TDC &QOYM

During Dem/Val mnd FSD, It Is Important to assess whether the
testabiility/di agnostic requirements are being achieved. This activity encompasses all
preliminary and full-scale engineering activities pertaining to both the embedded and
external diagnostic capability,

In-process testability/diagnostic anaiyses can be conducted at moat any time
within Dem/Val and FSD. These In-process analyses are typically reviewed by the
government at Preliminary Design Reviews and Critical Design Reviews. These analyses
are, for the most part, Implemented per MIL-STD-2165 (Task~ 202, Preliminary Design,
and Task 203, Detail Dehign). Normally, these analyses will be the responsibility of the
design or test engineer.
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GUIDANCE1

Basically, there are two types of In-process analyses. The first deals with the
Inherent testability of the hardware design and Is Independent of test stimuli and response
data. The second type deals with the effectiveness of the diagnostic capability which
deals with measures that Include consideration of hardware design, embedded
dlagnostics, and external diagnostics. Olagnostic effectiveness measures Include, but are
not limited to, fault coverage, fault resolution, fault detection time, fault isolation time, and
false alarm rate.

There are a number of techniques and tools available, both automatic and
manual, which can be used to assist In these analyses. A thorough description of
available techniques is contained in the Testability Analysis Handbook, which Is
referenced under Requirement #3.2. A description of available tools to assist In these
analyses Is contained In Appsndix C.

INHERENT TEOTABILITY

The first analysis deals with Inherent testability, Inherent testability assessment
Is an evaluation of how well a design supports the testing process, whether built-in test or
off-line test. The evaluation Is preformed on the preliminary design and Is performed
before any test design Is performed. It Is, therefore, based solely upon the hardware
design features, such as physical and electrical partitioning, controllability, observability,
and test point placement, etc. The key to performing an Inherent testability assessment is
the Identification of features which support or inhibit the diagnostic process early, at a
point In time when the design can be changed relatively easily. The concept and the
implementation of an Inherent testability assessment can have great Impact on overall
system supportability.

In general, three generic groups of Inherent testability predictive techniques are
available, each with Its unique advantages and disadvantages. Checklists are low cost,
manual, and somewhat simplistic. Logic modls. utilize the actual circuit topology but
often regard everything as a block, with inputs and outputs. The more detailed
ilgI1tmic a ~roaches, such as Sandia Controllability/Observabillty Analysis Program
(SCOAP), require libraries of the devices that most nearly simulate actual circuit devices,

Checklist approaches to Inherent testability assessment have some very good
characteristics. Checklists are manual approaches to testability assessment, yet are
easily automated Into an interactive format for the designer to input design features to
allow testability grading. However, significant engineering analysis Is still required. Two
checklists of that type are the RADC PCB Testability Design Rating System and the MIL-
STD-2165 Appendix B Checklist. The original RADC PCB rating system was limited to
lower density digital board applications, whereas MIL-STD-2165 Appendix B covers
analog, digltal,a d hybrid applications from module to system level, An updated RADC
PCB rating system now under development will be expanded to cover all modem digital,
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analog and hybrid PCBs. The RADC rating system has fixed Items of weighting, whereas
MIL-STD-2165 Appendix B allows subjective treating of Items and Weighting values. Both
checklists can be utilized early In design.

Logic models have considerable success and validity other than In support of
the testability discipline, Including logistics, fault Isolation, Integrated diagnostics, and
maintainability. The logic model algorithms are of varying sophistication and validity,
although the methodology for defining dependencies are similar.

Logic models systems for testability are applicable to analog, digital, and hybrid
applications. They can be modeled at the component, board, or module subsystem and
system level, One limitation of this broad approach Is that every item Is Identified as a box
with inputs and outputs. Thus, box complexity might range from and OR gate to a
complete microprocessor. The same variations applies to the lines between boxes.
Critical signals, such as a clock or a tri-state bus are not more important than any other
line, Two of the more well-known models are Logic Modeling (LOGMOD) and System
Testability And Maintenance Program (STAMP). Both are mature In nature, but each Is
tied to a specifle vendor at the present time.

Algorithmic approaches are perhaps the most sophisticated approach. SCOAP
seems to usually perform well, but has had some library limitations In the Important area
of CMOS primitives, Some CAE workstation vendors are Including modified versions of
SCOAP for up-front testability analyses. Daisy workstations include the Daisy To.3tability
Analyzer (DTA) package, and GE/CALMA workstations Include the Controllability.
Observability-Predictability-Testability Report (COPTR) package. Both have Improved on
the basic SCOAP, via top-down modeling and large device model libraries of the more
common IC types. GenRad also has a package called HITAP, which Is based on the
Computer-Aided Measure for Logistic Testablity (CAMELOT) algorithm.

Another major Issue surrounding inherent testability assessment Is that many of
the automated tools which exist are proprietary. This proprietary nature of the tools
creates implementation problems from both a cost and a contractual point of view. Often,
the beat approach Is to utilize a nonproprietary automated tool for Inherent testability
assessment.

Prior to the FSD phase, the design or test engineer should develop a total
strategy for conducting Inherent testability assessment on all systems, subsystems, etc.
Based upon the availability and applicability of current Inherent testability assessment
approaches, It is anticipated that combination of tools and techniques will be required to
form a totally comprehensive measurement capability In areas where an automated
capability Is not available, use the baseline of existing models to make modifications to
provide the total capability required.

4-5



IIN-PROCESS TESTASIU1TY/DIAGNOSTlC ANALYSIS REQUIREMENT #4.11

An evaluation criteria for Inherent testability asseasment tools and techniques
should be developed based upon specific system and subsystem specific needs, The
following list of evaluation criteria Is recommended:

o Automation; degree of automation

o Proprietary nature

o User friendliness

o Automated link to design data base

o Acceptablity of output to the government

o Cost of use

o Availability (currently available or under development)

o OualIty

o Sons"t to key teetablitty features

o Feedback provided (does It recommend design fixes?)

o Comprehensiveness (digital, analog, RF, VHSIC, mechanical, atc.)

o Gweea techniques; pdriciples used

o Link to test effectiveness prediction technique

o Ouputrmot

o Scoring methodology

o Applicablity to chip, board, subsystem

TEST EFPECrTIVENE1SS

The second type of analysis deals with test effectiveness. Traditional
approaches to determining test effectiveness call for the generation of test sequences at
the complelion of the design phase and a measure or measures made of their
effectiveness. The analysis need not wait on the completion of BIT and/or off-line TPS
software. Modeling Is encouraged, since this approach can analyze test effectiveness on
a large number of postulated faults prior to Incorporating the test stimulus In either an
embedded or off-line program. The results of the analysis can feed forward, so as to
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Influence BIT or TPS software design, and feed backward to Influence possible redesign
of the primary system to Improve Its testability. Test effectiveness measures have
traditionally Included:

o Fault coverage

o Fault resolution

o Fault detection time

o Fault isolatlon irne

Computer programs are used to Input (via software) a large number of faults
Into the software model of the hardware Item (UUT). The response of the simulated Item
to the test sequence Is then evaluated, given the presence of the simulated faults. Fault
detection, resolution, etc., are automatically asoertalnld. Most modern Automatic Test
Program Generation (ATPG) and simulation systems have very efficient fault simulation
capabilities. The HITS system, for example, runs a concurrent fault simulation to greatly
speed the process. The usefulness of this approach In measuring test effectiveness
depends on the adequacy of the models (hardware Item model and fault model) to
accurately reflect the real-world situation, Modeling must be achieved at a level of detail
that allows all known and statistically significant failure modes to be Included.

Although commonly aocepted, the application of these measures Is In various
stages of maturity, based upon the equipment composition (i.e., diglt.l, analog, radio
frequency and/or mechanical). At this time, the application experience has been
concentrated In the area of digital Implementations. However, even In this area,
significant additional effort will be required In order to relate these measures to operational
performance. The degree of application of test effectiveness measurement techniques to
the remainder of the listed equipment types has been quite limited to date, IDSS, the
Navy's Integrated diagnostics program, has recognized this need and has an active
diagnostic tool development program underway. One of these tools, the Weapon System
Testability Analyzer, Is structured to address test effectiveness measurement, as well as
inherent testability assessment.

EffectIve and realistic fault modeling Is a key element In the development of the
simulation capability needed to support the development of either an ATPG or an
automated teot effectiveness measurement tool. However, it Is anticipated that no single
fault model and/or simulator will be applicable to the broad range of equipments to be
employed within a complex system; therefore, a combination of models will be required to
meet the requirement for automated determination of fault detection and Isolation levels.

For False Alarm estimation, a procedure which Is documented In a report
(RADC-TR-87-55) entitled OPredlotors of Organizational - Level Testability Attributes"
developed prediction equations for various testability related parameters. Rather than try
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to develop an equation to predict False Alarm Rate (FAR) directly, an approach was taken
to predict the OND rate since this parameter should closely track FAR. The following
details a prediction method for CND rate. Note that this Is a model based on empirical
data from avionics equipment of the mid- I980's era and, as Is the came with all models,
care must be taken In using the model for new technology or applications.

The equation for ONO rate follows:

ONO RATE a-0.0020 + OI375*FLRRATE
+2.6 E45TRANSIENT + 5.9E.~1 1 *TC7

The variable FLRRATE accounts for the LRU Failure Rate.

The variable TRANSIENT attempts to characterize the tendency of an LRU to
exhlbt Intermittent failures resulting from marginal or degrading components.

The variable TC7 numerically characterizes the likelihood of a sveak circuit
existing In an LRU.

TRANSIENT *(IC's + 21RESISTORS + 41 *RELAYS. 2'CAPACITORS
- 9"1TRANSISTORS)/ of 3111111s

T07 - INTERCONNECTSTiC's.- 16O'RELAYS
- 6SOSWITCI4ES + 3O*TRANSISTORS)

Where;

RELAYS w Total 0 of Relays In LRU.

CAPACITORS a Total # of Capacitors In LRU.

RESISTORS a Total 0 of Resistors, both fixed and variable, In LRU.

TRANSISTORS w Total 0 of discrete transistors, Including FET's, Bipolar, etc. that are In
LRU design.

IC's = Total # of Integrated circuits In LRU.

SRU's = Total # of SRU's that compose an LRU.

INTERCONNECTS w Total # of electrical Interconnects used to mate SRUs to the host
LRU.

SWITCHES a Total 0 of switches In the LRU design.
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Specifics about the development or application of this equation, or the estimation of the
input parameters can be found In the above referenced report.
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E IN-PROCESS TESTABILITY/DIAGNOSTIC ANALYSIS REQUIREMENT #4.1

CHECKLIST
E' Does the analysis of testability/diagnostic requirements

address all major support disciplines?
Off-line ATE
Embedded dlagnostics
Manpower requlred to support analysis outputs
Trainng requrrement.
Information requirements.

El' Are all analyses complete and unambiguous?
Do they meet specification requirements?

E' Is the analysis integrated and cohesive? Are any
requiremente In conflict?

I' Are the training, information, and manpower require-
ments adequately scoped and specified to support the
technical complexity of the subject end Item In Its
operational environment?

I• Have available tools been selected and used?
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MAINTA&JNABILr 1 Y DEMONSTRAMiONS. REQUIREMENT #4.2 I
IIII I III I

WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPLS

ACQ. PHASE

WEAPON
SYSTEM IOT&E

ACTIMES

DIAGNOSTIC
ACTInES V DEMO

0.1A0NOBT!rn ACTIVITY

Maintainability Demonstrations are performed In accordance with the
appropriate demonstration method contained in MIL-STD-471A. Notice 2 of MIL-STD-
471A (USAF) contains requirements for demonstration and evaluation of system
BIT/external test/fault Isolation/testability attributes. This method will demonstrate the
Integration of the diagnostic capability for the system (e.g,, Integration of embedded test
software and hardware techniques, automatic and manual test, BIT/SIT, training levels,
human Interfaces). The Maintainability Demonstrations evaluate the diagnostic
performance of the system with respect to the diagnostic performance criteria and
objectives established In accordance with MIL-STD-470 (Maintainability Program) and
MIL-STD-2165 (Testability Program) and the requirements for an Integrated diagnostics
capability demonstration contained In the FSD SOW.

PflOC&DURE

The Integrated diagnostics process increases the scope of maintainability
demonstrations. It Is the Contractor Program Manager's responsibility to ensure that this
Increased scope Is understood and Implemented, It Is the designers responsibility to
design the demonstration, evaluate the results and take the necessary correctlve actions.

The scope of Maintainability Demonstrations Includes:

1. Demonstration of Testability Parameters
-BIT Fault Detection
- BIT Isolation Time
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-MINTAINAB1LTY DEMONSTRATIONS REQUIREMENT #4.2II

- BIT Fault Isolation Level (Ambiguity Group)

2. Demonstration of Test Effectiveness (ATE) (MIL-STD-2077)
- ATE Fault Detection
- ATE Fault Isolation Time
- ATE Fault Isolation Level (Ambiguity Group)
- UUT/ATE Compatibility

3. Demonstration of Technical Information
"* Technical Information Access Time
"* Technical Information Relative Access Ease
"- Technical Information Format
"* Technicai Information Usability

4. Demonstration of Training/Skills
"• Relationship between maintenance procedures and skills
" Relationship between formal training and actual maintenance job

flow.

5. Demonstration of Vertical and Horizontal Integration
- Compatibility and Consistency of diagnostic demonstration results

between maintenance levels and among their respective diagnostic
elements.

Unfortunately, the ability to carry out a single demonstration, or even a
series of demonstrations, to prove/evaluate this level of diagnostic capability Is
dependent upon having all of the diagnostic elements available for the
maintainability demonstration. While this should always be the goal, It may not be
feasible for all of the above due to development schedules, UUT design Instability,
data av.labIllty and other overall progiam constraints. (Note that this Is a primary
reason for a Diagnostics Maturation Program.)

Typically, the contractor prepares a Maintainability Demonstration Plan
early In the FSD Phase and that plan Is subject to government review and approval.
The deialgner should take advantage of this opportunity to design the Maintainability
Demonstrations to Include the factors cited above. This can have a significant coat-
savings impact on the Diagnostics Maturction Progrem requirements.
Maintainability Demonstrations represent the first major opportunity to evaluate the
level of diagnostic capability achieved. Also, Maintainability Demonstrations can be
conducted early enough to Implement corrective action cost-effectively.
Demonstrations are conducted while the system Is still considered to be In the
Development Phase. After the demonstrations are completed, the relative cost of
Identifying deficiencies and implementing corrective action Is significantly Increased.
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A significant milestone of 'Government Acceptance' occurs upon satisfactory
completion of Maintainability Demonstrations. After this milestone, costs for
Identification and resolution of diagnostic deficiencies may be subject to contract
interpretation and/or negotiation. The total strategy for the test and evaluation of the
diagnostic capability is placed on the TEMP, and detailed in the Integrated Test
Plan.

Based upon the selected scope of the Maintainability Demonstration,
procedures from MIL-STD-471 are utilized and adapted for the scope. These
procedures are documented In the Maintainability Demonstration Plan. The results
of the Maintainabillty Demonstration are documented In a technical report -
Maintainability Demonstration Results.

Concurrent Demonstrations

The overall diagnostic capability Is the sum of a variety of diagnostic
elements, Therefore, a requirement should be established for early demonstration
of the entire diagnostic capability produced by the Integration of all of these
diagnostic elements. This is referred to as concurrent demonstrations, where the
timing of various diagnostic element demonstrations are planned and scheduled for
concurrency so that the Integrated capability can be assessed.

Each element of the diagnostic capability must be demonstrated, as well
as the result of the combining or Integration of the elements. For example, a
demonstration of subsystem BIT may prove fault detection and Isolation levels. A
demonstration of ATE may prove external fault detection and isolation levels. A
concurrent demonstration of these two diagnostic elements will prove the ability of
the ATE to use BIT circuitry, to use BIT results, and the consistency of test results
between BIT and ATE. By concurrent demonstration, the whole Is greater than the
sum of the parts. A significant set of factors related to the result of the Integration of
the diagnostic elements must be evaluated early.
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I MAINT:AIINABILITY DEMONSTRATIONS REQUIREMENT #4ý.2j

CHECKLIST

•' Does the demonstration plan provide a 1OOX fault
coverage capability across all levels of maintenance?

0 Organizational Level
e Intermediate Level
0 Depot Level

SAre the failure modes to be demonstrated and criteria
to be utilized adequately specified for each maintenance
level? Will an adequate number of faults be Inserted
as required by MIL-STD-47 1 to statistically prove
that FD/FI requirements are or are not met?

EY Is the demonstation structured -to provide an
evaluation of the dia gnostic capabilities as
an Integrated system?

EY Do the subject plans demonstrate an integrated,
cohesive maintenance flow In terms of demonstrating
how a fault would be detected and repaired? Is a
systems npproach to the maintenance process taken
in the overall approach to demonstration planning?
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REVIEWS REQUIREMENT #5

CONDUCTING DESIGN REVIEWS

OVERVIEW TESTABILITY/

During the acquisition of a weapon system there DIAGNOSTICS

are at least eight formal technical reviews .d
audits, which may be conducted by the contractor
for the Government Program Manager. As in the
diagnostic design process, there Is a tendency to m PROGRAMMATIC
conduct separate reviews and audits based upon
the function being addressed. This particularly '"RQ ' ' IT
refers to logistics, reliability, maintainability, REQUIREMENTS
testability, human engineering, and safety.
Integration of these reviews and audits to address
diagnostic Issues is a must. MIL-STD.1 521 Is the 4 DESIGN
prime document which defines the Issues to be
addressed at each of these formal reviews. At .....
present, these checklists are inadequate in terms AS MN
of both testability and diagnostics and, thus, these
reviews and audits may not serve their purpose.
Additional guidance must be given to both therREMEWS
government and the contractor In order to alleviate
this problem. EVALUATION

Informal reviews are often required. Guidance for
these Informal reviews can be drawn from formal
review guidance. MA ....

IMPORTANT CONSIDERATIONS TO BE ADDRESSE

5.1 Technical reviews and audits must address all facets which affect the
performance of the diagnostic capability.
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CONDUCTING TECHNICAL REVEWS AND AUDITS REQUIREMENT #5.1 i

WEAPON OPER. CONCEPT DVI/ FSD PROD/
SYSTEM REQMTS. EXPLOR. / DEPL

ACQ. PHASE
LI.-

WEAPON
SYSTEM SCP DCP PREi DETAIL IOT&E

ACTIVITIES OWIO MOION

DIAGNOSTIC A61 AL4y
ACTIVITIES 3"~ SDI PR CMR ThA PAN FrA PCA

Technical reviews and audits are an important factor In assuring that the
government Is furnished with a weapon system which meets its requirements.

MIL.STD-1 521 lists 10 formal technical reviews and audits. Of these 10, eight
are considered critical In the achievement of a satisfactory diagnostic capability. The
following guidance supplements and expands the guidance contained In MIL-STD-1521.
Technical Reviews and Audits for Systems, Equipments, and Computer Software.

Although design reviews are recognized as being Important to verify design
before production, the lack of depth In these reviews Is alarming, The cause of these
inadequate reviews must be shared by both the contractors and the government.
Contractually, the government rarely requires the contractor to do a comprehensive
technical review, and the contractor does not do so unless required, even though It may
be cost effective from his point of view. Even when the right words are used, the end
results depend largely on corporate policy to allocate sufficient resources to perform a
detailed analysis of the design and associated processes. The designer, obviously, has
an important input to these reviews. Therefore, it follows that he must understand the
objectives and scope of these reviews.
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I CONDUCTING TECHNICAL REVIEWS AND AUDITS REQUIREMENT #5.1I

GUIDANCE

Guidance relating to these various reviews Is contained in the appendices to
MIL-STD-1521. Because these appendices do not address all aspects of testability and
diagnostics, some supplemental Information is included in the following paragraphs.

System Requirements Review (SRR)

The objective of this review Is to ascertain the adequacy of the contractor's
efforts In defining system requirements. It will be conducted when a significant portion of
the system functional requirements has been established.

The diagnostic capability review portion of the SRR will analyze the system
items that are related to diagnostic*. The following items will be reviewed, as appropriate:

o Mission and Requirements Analysis
o Functional Flow Analysis
o Preliminary Requirements Allocation
o System/Cost Effectiveness Analysis
o Trade Studies
o Synthesis
o Logistic Support Analysis
o Specialty Discipline Studies
o Generation of Specifications
o Program Risk Analysis
o Integrated Test Planning
o Technical Performance Measurement Planning
o Engineering Integration
o System Safety
o Human Factors Analysis
o Life Cycle Cost Analysis
o Manpower Requirements/Personnel Analysis
o Milestone Schedules.

The diagnostic capability review should address the Impact of the results of the
Items listed above on the diagnostic pieces listed below.

o Designed-In Reliability, Prognostics, and Testability
o Self-Test, Built-In Test, System Integrated Test
o Support Equipment, Maintenance Aids
o Technical Data
o Personnel Skill Requirements
o Training and Training Devices.
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CONDUCTING TECHNICAL REVIEWS AND AUDITS REQUIREMENT ,,#5.1[

System Design Review (SDR)

This review shall be conducted to evaluate the optimization, correlation,
completeness, and risks associated with the allocated technical requirements. Also
Included Is a summary review of the system engineering process which produced the
allocated technical requirements and of the engineering planning for the next phase of
effort. Basic manufacturing considerations will be reviewed, and planning for production
engineering In subsequent phases will be addressed. This review will be conducted when
the system definition effort has proceeded to the point where system characteristics are
defined and the Configuration Items (Cl) are identified.

Specific diagnostic considerations relate to:

o Optimizing the diagnostic capablity (changes after Dem/Val usually are more
costly and time consuming)

o Preparation of a Maturation Plan

o Preparation of a System Specification which provides a capability for
addressing 100% FD/FI for each level of maintenance

o Allocation of diagnostic requirements for each diagnostic element

o Review of the software requirements specification to assure that embedded
diagnostic software considerations are included.

Preliminary Design Review (PDR)

This review shall be conducted for each Configuration Item or aggregate of
Configuration Items to: (1) evaluate the progress. technical adequacy, and risk resolution
(on a technical, cost, and schedule basis) of the selected design approach; (2) determine
Its compatibility with performance and engineering specialty requirements of the Hardware
Configuration Item (HWCI) development specification; (3) evaluate the degree of definition
and assess the technical risk associated with the selected manufacturing
methods/processes; and, (4) establish the existence and compatibility of the physical and
functional Interfaces among the Configuration Item and other hems of equipment, facilities,
computer software, and personnel. For C001., this review will focus on: (1) the
evaluation of the progress, consistency, and technical adequacy of the selected top-level
design and test approach; (2) compatibility between software requirements and
preliminary design; and, (3) on the preliminary version of the operation and support
documents.

In addition, the following items In the diagnostic area should be presented at the
appropriate depth for review.
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=CONDUCTING TECHNICAL REVIEWS AND AUDITS REQUIREMENT #5.1-

o Preliminary Failure Modes and Effects Analysis

o Design data analyses for BIT/SIT integrated diagnostics, Including
requirements and preliminary design verification results

o Maintenance concept for the portion of the system being reviewed and its

traceability to the system maintenance concept

o Operational maintenance functions

o Results of the analysis of the Inherent (intrinsic) testability of the preliminary
design

o Allocaton of qualitative and quantitative requirements

o Crterla for external diagnostc elements

o Trade-off studies

o Cost/System Effectiveness Modeling and Lafe Cyole Cost Analysis

o Preliminary Logistic Support Analysis, Including task analysis and related
personnel and support equipment Information

o Evaluation of alternatives

o Test and evaluation plans.

Critical Design Review (CDR)

This review shall be conducted for each Configuration Item when detail design Is
essentially complete. The purpose of this review will be to: (1) determine that the detail
design of the Configuration Item under review satisfies the performance and engineering
specialty requirements of the HWCI development spec .,ications; (2) establish the detail
design compatibility among the configuration and other Items of equipment, facilities,
computer software and personnel; (3) assess Configuration Item risk areas (on a
technical, cost, and schedule basis); (4) assess the results of the producibility analyses
conducted on system hardware; and, (5) review the preliminary hardware product
specifications. For CSCIs, this review will focus on the determination of the acceptability
of the detailed design, performance, and test characteristics of the design solution, and on
the adequacy of the operation and support documents. The CDR shall be conducttd on
each Configuration Item prior to fabricatlon/production/coding release to ensure that the
detail design solutions, as reflected in the Draft Hardware Product Specification, Software
Detail Design Document (SDDD), Data Base Design Document(s) (DBDD), Interface
Design Document(s) (IDD), and engineering drawings, satisfy requirements established by

56.,



CONDUCTING TECHNICAL REVIEWS AND AUDITS REQUIREMENT #5.1

by the Hardware Development Specification and Software Top-Level Design Document
(STLOD). The CDR shall be held after the Computer Software Operator's Manual
(CSOM), Software User's Manual (SUM), Computer System Diagnostic Manual (CSDM),
Software Programmer's Manual (8PM), and Firmware Support Manual (FSM) have been
updated or newly released.

It Is desired at each CDR to provide as much assurance as practicable that all
diagnostic requirements are satisfied: I. e., that 100% diagnostic capability will exist for
each Cl In the system. While it probably will not be practicable to certify that this will exist,
the following data should be presented as an extension of the Information presented at
the PDR.

o Detailed fault detection/fault Isolation analyses that Identify the extent to
which BIT/SIT detect and Isolate faults and which Identify those failures that
will require support equipment and/or manual methods to detect and/or
Isolate,

o Diagnostic allocations In Part II Cl spec•iicatlons to the LRU and SRU level,
Traceability of these requirements to the Part I Ci System Specification
should be demonstrated, Note: Flexibility to reallocate diagnostic
allocations until product baseline Is established at PCA should be provided
within the envelope of system requirements.

o Definition of the maintenance plan/concept for the Cl, together with
supporting LSA documentation, Including support requirement and level-of-
repair analysis results. Logistic simulation results should be presented to
substantiate the plan/ooncept,

o Presentation of testability analysis/assessment results for the 0I design to
substantiate the fault detection/ fault Isolation analysis.

o Early program failure identification, prevention, and detection analyses
applicable to the CI should be presented to assist in verifying diagnostic
capability.

o Review detailed Maintainability Demonstration Plan for Inclusion of
diagnostic capability test requirements

o Appropriate updates to the items reviewed during the PDR.

Test Readiness Review (TIA)

This review Is conducted for each C0CI to determine whether the software test
procedures are complete and to assure that the contractor is prepared for formal CSCI
testing. Software test procedures are evaluated for compliance with software test plans
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CONDUCTING TECHNI"WS AND AUDITS REQUIREMENT #15.1 I
and descriptions and for, in accomplishing test requirements. At TRR the
contracting agency also rrelsubts of Informal software testing and any updates to
the operation and supports. A successful TRR Is predicated on the oontraoting
agency's determination thware test procedures and Informal test results form a
satisfactory basis for proceformal CSCi testing.

The diagnostic *the system/Cl TRR(s) shall be a formal review of the
contractor's readiness to tal diagnostics-related CSCI testing. It Is conducted
after the software test prore available for diagnostics-related CSOI, such as CI
BIT, System SIT, SIT, otor computer system component (0CS) integration
testing Is complete.

The Items to be nolude:

1. Requirement ..

Any changeiSIT, or testability requirements contained In the
systerrmCl Sequirement Specification or Interface Requirements
Speolfloation not been approved and which Impact CSCi testing.

2. Design ChanI

Any change* the SIT, SIT, or testability design parameters
contained In Ire Top-Level Design Document (STLDD), Software
Detail Designt (SDDD), Interface Design Document(s) (IDD) since
the POR and :h Impact CSCI testing.

3. Software TesU Descriptions -

Any changesibedded diagnostic element portion of the approved
Software Tes'P) and Software Test Descriptions (STO).

4. Software Testes

Test prooeduused in conducting BIT and/or SIT test effectiveness
validation as a CSCI testing, Including retest procedures for test
anomalies anrns.

5. Integration To Procedures, and Results --

Any emboddootic element CSC (e. g., BIT components, SIT
components)on test cases, and procedures used In conducting
Informal diagrment CSC Integration tests and the test results.
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6. Software Test Resources --

Status of any software test resources that are required specifically for
embedded diagnostic element CSCI testing. Such resources may Include
diagnostic test personnel and supporting test software and materials,
Including software test tool qualification and review of the traceability
between requirements and their associated tests.

7. Test Umitatlon --

Identification of all software test limitations assoclated with embedded
diagnostic element CS00 VSO testing,

8. Software Problems -

Summary of embedded diagnostic element software problem stAtus,
Including all known discrepancies of the CSCI and test support software.

•, Schedules -

Schedules for the remaining embedded diagnostic element software
milestones.

Production Readiness Review (PRR)

This review Is Intended to determine the status of completion of the specific
actions which must be satisfactorily accomplished prior to executing a production go-
ahead decision. The review Is accomplished In an Incremental fashlon during the Full-
Scale Development Phase--usually two Initial reviews and one final review, to lasses the
risk in exercising the production go-ahead decision. In Its earlier stages, the PRR
concems Itself with gross-level manufacturing concerns, such as the need for Identifying
high-risk/low-yield manufacturing processes or materials or the requirement for
manufacturing development effort to satisfy design requirements. The reviews become
more refined as the design matures, dealing with such concerns as production planning,
facilities allocation, Incorporation of producibility-orlented changes, Identification and
fabrication of tools/test equipment, long-lead Item acquisition, eto. Timing of the
Incremental PRRs Is a function of program posture and Is not specifically locked Into other
reviews. The diagnostic consideration concerns the use of any of the external diagnostic
elements (e.g., ATE) In the production testing environment.

Functional Configuration Audit (FCA)

This Is a formal audit to validate that the development of a Configuration Item
has been completed satisfactorily and that the Configuratlon Item has achieved the
performance and functional characteristics specified In the functional or allocated
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ICONDUCTING TECHNICAL REVIEWS AND AUDITS REQUIREMENT #5.1

configuration Identification. In addition, the completed operation and support documents
shall be reviewed.

The FCA Is nurmally conducted on a prototype or preproduction item. The FCA
validates that tho Item meets Its specified performance requirements and Is ready for
production and acceptance Into Air Force inventory. It is Im!,rative that the diagnostic
capability b,, validated against Its specified performance requirements, so that any
diagnostic capability deficiencies can be Identified and corrected before the Item proceeds
Into production and Is then deployed.

Physical Configuration Audit (PCA)

This is a technical examination of a designated Configuration Item to verify that
the Configuration Item "as built' conforms to the technical documentation which defines
the Configuration Item.

After successful completion of the audit. all subsequent changes to the
diagnostic elements are processed by an engineering change action. The PCA also
determines that the diagnostic element acceptance testing prescribed b) tne
documentation Is adequate for acceptance of the production units by quality assurance
activities. The procedures for conducting a PCA are contained In MIL-STO-1621,
Appendix H. Sample PCA Certification Attachment Checklists are contained In MIL-STD.
1521, Appendix I.
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CHECKLIST

•]' Are the designers Included In the reviews and audit*
so they can challenge the design and acoes* risks?

•' Are the diagnostic reviews held as an Integral
part of the prime system review, but In '.
a timely manner that allows change (if necessary)
in the diagnostic equipment or process?
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E EVALUATION REQUIREMENT #6

CONDUCTING TEST AND EVALUATION

OVERVIEW

During the development of a weapon system, aTSTA1.rY
number of tests and evaluations are conducted by DIAGNOSTICS
subcontractors, the prime contractor, and the
government. Many of these tests address the
performance of the diagnostic capability. It Is not
uncommon that these testa are conducted PROGRAMMATIC
separately and, thus, do not address the entire
diagnostic capability. Oftentimes the entire
diagnostic capability Is not delivered In time to test REQUIREMENTS
and evaluate the diagnostic capability as a whole.
During the major tests and evaluations (e.g.,
DT&E, OT&E) as much as possible of the entire DESIGN
diagnostic capability should be Included.
Integrated demonstration, test, and evaluation Is
required. - - SSssM W

Coordination of all test and evaluations,
Including demonstrations, can be accomplished REVIES
through the preparation of an Integrated Test Plan.

IEVALUATION

IMPORTANT CONSIDERATIONS BE ADDRESSED

6.1 Provide Input to the preparation tof on Integrated Test Plan, which
Includes the requirements for a Test and Evaluation Master Plan.

6.2 Assure that formal test and evaluations address the entire diagnostic
capability.
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IPREPARATION OF 'ME TEMP REQUIREMENT #6.1

WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPL

ACQ. PHASE

WEAPON -

SYSTEM CDR
ACTMTIES CONTRACT

AWARD

DIAGNOSTIC a L
ACTMTIES TEMP TEMP TEMP

I UPDATE UPDATE

DIAPNOSTIC ACTIVITY

The requirements for diagnostics test and evaluation are Identified, scheduled
and Integrated Into the Test and Evaluation Master Plan (TEMP).

PROCEDURE

The TEMP Is a living document normally prepared by the Contractor Program
Manager. Its preparation goes through many Iterations as the program proceeds through
Concept Exploration rhase studiss, Demonstration and Validation, Full-Scale
Development,and Production, With ortch Iteration, plans for diagnostic Test and
Evaluation (T&E) should become finner, better defined, and with target milestone dates
attached.

Because test and evaluation is a major cost and schedule driver, adequate
planning Is essential long before It starts. Test planning between subcontractors, the
prime contractor, and the government should start with program Initiation. To ensure a
successful Integrated test program, close coordination Is required between the
government, the prime contractor, and all subcontractors. The designer should
understand the scope and methods to be used In evaluating the product, and provide
Inputs to the TEMP, which promote realism In these tests,
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GUIDANCE

DoD Directive 5000.3 requires the preparation of a Test and Evaluation Master
Plan (TEMP). The TEMP is a broad plan relating test objectives to required system
characteristics and critical issues, and is a top-level document used at major milestone
reviews to assess the adequacy of planned test and evaluation. At minimum, it addresses
both Development and Operational Test and Evaluation. It Is important that as much as
possible of the diagnostic capability be included in these T&Es,

Developmental Test and Evaluation (DT&E) is the T&E conducted throughout
various phases of the acquisition process. This will ensure the acquisition and fielding of
an effective and supportable system by assisting in the engineering design and
development and verifying attainment of technical performance specifications, objectives
and supportability.

Devehipmental Test and Evaluation alec includes T&E of components,
subsystems, proplanned product improvement (P12I) changes, hardware-software
integration and related software, as well as qualification and production acceptance
testing. Test and evaluation of compatibility and interoperability with existing or planned
equipment or systems is emphasized. This T&E encompasses the use of models,
simulations and testbeds, as well as prototypes of Full-Scale Development models of the
system. The diagnostic capability associated with component, assembly and subsystem
DT&E should be Included in these T&E activities.

Qualification Testing Is the part of D"&E which verifies the design and the
manufacturing process and provides a baseline for subsequent acceptance tests. This
accomplishes two separate functions:

(1) Preproduction Qualification Tests are formal contractual tests that ensure
design integrity over the specified operational and environmental range. These tests
usually use prototype or preproduction hardware fabricated to the proposed production
design specifications and drawings. Such tests include contractual reliability and
maintainability demonstration tests required prior to production release. At a minimum,
embedded diagnostics capabilities and the interfaces to external diagnostic elements
should be tested and evaluated during preproduction qualification tests. As a goal, the
capability of external diagnostic elements should aloe be tested and evaluated.

(2) Production QuallAcatlon Tests ensure the effectiveness of the manufacturing
process, equipment and procedures. These tests are conducted on a sample lot taken at
random from the first production lot, and are repeated as the process or design is changed
significantly, and when a second or alternate source is brought on line. These tests are
also conducted against contractual requirements. The utilization of diagnostic resources
in the manufacturing process and the requirement for capture of diagnostic data from the
manufacturing process should be evaluated during production qualification testing.
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The completion of Preproduction Qualification Test and Evaluation before
Milestone III decisions Is essential and will be a critical factor In assessing the system's
readiness for production.

Operational Test and Evaluation (OT&E) Is the field test, under realistic
conditions, of any item (or key component) of weapons, equipment or munitions for the
purpose of determining the effectiveness and suitability for use In combat by typical
military users: and the evaluation of the results of such tests. Operational testing is
accomplished in an environment as operationally realistic as possible. The entire
diagnostic capability should be assessed during OTkE as well as the integration of the
diagnostic cpability.

The TEMP must clearly specify development and operational test events.
However, DT&E and OT&E are not necessarily serial phases in the evolution of a weapon
system. During critical acquisition cycle transitions, elements of DT&E and OT&E may be
combined or occur In parallel, but not at the expense of either development or operational
test realism nor before sufficient DT&E can reasonably assure that the system Is ready to
enter dedicated operational testing. DT&E may continue Into the Production and
Deployment Phase, along with OT&E, to address system enhancements, correction of
deficiencies, or modifications, In all cases, test planning for all test phases must be
addressed In the system TEMP.

Test and evaluation planning Is Initiated at the inception of the development
process to ensure adequate planning, programming and budgeting of test resources and
to facilitate test schedulinC' to support major program decision milestones. Reliability
assurance should be well underway before the Initiation of system performance tests.
System deficiencies must be addressed through a dynamic, well-documented, and tightly
managed test-analyze-fix and retest program. The evaluation of embedded diagnostic
elements should be Injected Into these reliability assurance tests.

A TEMP Is required for all major defense acquisition programs. The TEMP
defines and Integrates test objectives, critical lisues, systems characteristics,
responsibilities, resources and schedules for test and evaluation. Test resource
requirements miist be addressed In the TEMP, along with a critical analysis of any
shortfalls that will Impede the full test and evauation of the system. The need for and the
availability of the various diagnostic elements which make up the diagnostic capability Is
addressed In the TEMP. Plans to correct existing or anticipated test resource limitations
are also Included, as Is a listing of evaluation criteria delineating critical parameters
perm!tting continuous oversight and independent assessment.

DoD 5000.3-M-1 contains the guidelines for the preparation of the TEMP.
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CHECKLIST

• Have T&E activitie been realistically planned and
echeduled to provide needed Information on the
performance of the entire diagnostic capability?
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DEVELOPMENT TEST & EVALUATION REQUIREMENT #6.2

WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPL

ACQ. PHASE

WEAPONDT&ESYS]TLM D

ACTIVITIES

DIAGNOSTIC -'P
ACTIVITIES DIAONOSTICS

DT&E

DIAGNOSTIC Aovrry

Evaluate diagnostics performance characteristics during Development Test and
Evaluation (DT&E) activities In order to determine diagnostic capabilities achieved and to
Identify deficiencies In the diagnostic capability. Diagnostics DT&E should also attend to
the capability achieved by the Integration of the various planned diagnostic elements
(performance monitors, BIT/SIT, testing (automatic and manual), maintenance aide,
technical Information and training (skills)) Into a comprehensive, cohesive, diagnostics
subsystem.

Development Test and Evaluation Is the T&E conducted throughout various
phases of the acquisition process to ensure the acquisition and fielding of an effective and
supportable system by assisting In the engineering design and development and verifying
attainment of technical performance specifications, objectlv. and supportability.

Development Test and Evaluation also ¶,[oludes T&E of components,
subsystems and preplanned product Improvement (P1 I) changes, hardware-toftwarb
Integration and related software, as well as qualification and production acceptance
testing. Test and evaluation of compatibility and Interoperability with existing or planned
equipment and systems Is emphasized. Development Test and Ekaluatlon encompasses
the use of models, simulations, and testbeds, as well as prototypes or Full-Scals
Development models of the system.

6-9



I DEVELOPMENT TEST AND EVALUATION REQUIREMENT #6.2

The designer should be tS actively involved In diagnostics DT&E to ensure that
valid tests are devised and performed, valid results documented, and valid data
accumulated and to ensure that a closed-loop analytic approach is used to pinpoint and
correct diagnostic deficiencies. The designer should ensure that every opportunity Is
being taken to evaluate diagnostics-related parameters. This may Involve a wide range of
test activities, including reliability tests, performance tests, human factor tests, etc.
Basically whenever a system, subsystem or component Is being operated, it Is subject to a
failure. The diagnostics requirements associated with dealing with the failure should be
viewed as an opportunity to assess the diagnostic capability.
GUIDANCE

The thrust of the Integrated Diagnostics Process with respect to DT&E Is to
include/Inject diagnostic performance evaluation Into the mainstream of DT&E activities.
This Is done such that diagnostic performance can be evaluated, deficiencies pinpointed,
and corrective action Implemented while the system Is still in development.

The diagnostics DT&E effort asslsts the diagnostic design and development
procpss, and verifies attainment of diagnostic technical performance specifications,
requirements, and objectivs. As such, it Is an integral part of the weapon system design
process. Through the provision of diagnostics DT&E data, there is a feedback reiterative
loop baee% into the Integrated diagnostics activities In process, including the diagnostic
system engineering analysis; diagnostic risk analysis; allocation of diagnostic goals;
diagnostic trades for system optimization; diagnostic design trades; and, the Identifiestion
and performance of diagnostic design tasks. Through this methodology, the diagnostic
design is oorrectvd, Improved, or updated, and the diagnostic design matures.

Sufficient diagnostics DT&g must be accomplished before the Milestone III
decision to proceed to production. 'his will ensure that the major specified diagnostics
design and development requirements for the Full-Scale Development Phase have been
met, with respect to performance requirements and specifications cuntalned In program
documents.

The scope of diagnostics T&E should include fault detection, Isolation accuracy
and timeliness provided by performance monitoring, BIT/SIT, automatic and manual
testing, technical Information and maintenance aids, maintenance procedures, manpower,
personnel and skill levels at the system, subsystem, LRU/LFIM, SRU levels across
planned maintenance echelons (Organizational, Intermediate and Depot).

Any deviation from this full scope of T&E means that full contidence cannot be
ascribed to th•J planned diagnostic capability.

The major approaches 0t DT&E for dlognostlse Include actions:
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o To prooeed In phase with the system and support equipment development,
so that Built-In Test (BIT) Is tested and evaluated concurrently with system
performance; BIT and System Integration Test (SIT) tested and evaluated
concurrently with subsystem Integration and system testing; and, system
Integration and safety testing are concurrent with diagnostic testing of BIT
and SIT features,

o To Implement with the Diagnostics Maturation Program so that deficiencies,
ambiguities, and additional failure modes Identified during DT&E are
recorded In a timely manner to ensure traceability and appropriate
corrections are made to the Integrated diagnostic procedures.

o To evaluate embedded diagnostic design as a separate entity In order to
assure that It has been Incorporated adequately as part of the system
design.

o To evaluate for 100% diagnostic capability in selected critical areas of
system design using fault evaluation.

o To analyze the system design hierarchy of test tolerances (e.g., between
system BIT and LRU and SRU-ievel BIT) In order to minimize false alarms.

o To complete feasibility DT&E on prototype and preproduotlon units In order
to assess technical risks and develop solutions to remedy deficiencies.

During FSD, specific diagnostic capability segments of DT&E efforts include the
following requirements:

o When available, ATE shall be evaluated for initial use supporting build and
check-out of systems. Manual procedures and associated operational
prototypes shall be developed for support of test activities.

o Engineering evaluation of the diagnostio elements capability at subsystem
and system levels shall be conducted In concert with system Integration
testing activities, Including evaluation tests In the engineering laboratory and
system Integration test facilities.

o Effectivo development of a diagnostic capability requires that testing of
diagnostic capabliltles proceed concurrently with prime and support
equipment development In an orderly and planned time-phased manner.
The object of the following diagnostics testing approach is to provide a viable
Organizational- and Intermediate-level diagnostic capability for use In
support of flight and operational testing activities to provide for early
maturation of the diagnostic capability. It should also be a program objective
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to validate the diagnostic capability, as well as initial reliability and
maintainability requirements before production.

o During early equipment development tests, built-in teat features should be
tested and evaluated concurrently with equipment performance testing. BIT
performance is just as essential to overall weapon system performance as
the usually emphasized aspects of equipment performance. Simulated
equipment failures should be used to assist In BIT testing and evaluation.

o As equipment progresses to subsystem Integration and performance testing,
SIT and System Integrated Test (SIT) features should be concurrently
tested, evaluated, and corrected. Simulated or emulated equipment failures
should again be used for BIT/SIT testing and evaluation.

o System integration and safe.for-flight testing of equipment should Include
diagnostic testing of BIT and SIT features to assure readiness of this
capability for Flight Test Support. Concurrently, Organizational-level support
equipment required for diagnostic support should be tested to enable Its use
in the test program, together with Preliminary Maintenance Manuals for
Initial Operational Test and Evaluation. Simulator of equipment failures to
evaluate diagnostic capabilities should be Incduded In this testing effort.

o Qualification testing of both prime and support equipment shall Include
validation of diagnostic capability, which Is a required aspect of both
equipment and system performance. Simulated equipment failures should
be Included in the diagnostic validation test program. Evaluation of BIT/SIT
should also be conducted during environmental extreme testing of the prime
equipment and support equipment, to assure Its proper functioning
throughout the required equipment performance envelope.
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CHECKLIST

•] [Does the Intearated Teat Plan provide adequate
detail concerning specific T&E procedures, data bases,
models, test artiles and scope of testing?

U'* Have critical or high risk Items related to diagnostic
capability been Identified and highlighted?

U'• Ae the necessary test articles available to
conduct realistic, timely tests?

U' Has every opportunity to evaluate diagnostice during
DTUE activities beon Identified?
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WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPL

ACQ. PHASE

WEAPON
SYSTEM IOT&E FOT&E

ACTIMES

DIANOS1TC
ACTMTIES DIAONOSTICS

OT&E

DIAG8NOSTIC ACTIVITY

Diagnostic performance characteristics must be evaluated In a realistic
operational environment during Operational Test and Evaluation (OT&E) activities in order
to determine diagnostic capabilities achieved and to Identify deficiencies In the diagnostic
capability. Diagnostics OT&E should focus on the capability achieved by the Integration of
the various planned diagnostic elements Into a comprehensive, cohesive diagnostics
subsystem.

Operational Test and Evaluation (OT&E) is the field test, under realistic
conditions, for the purpose of determining the effectiveness and suitability of the system or
equipment for use In combat by typloal military users; and the evaluation of the results of
such tests.

GIUIDANCE

Operational Test and Evaluation (OT&E) activities Include Initial OT&E (iOT&E)
and Follow-on OT&E (FOT&E). The results of DT&E activities should be analyzed by the
Contractor Program Manager with help from the designer to ensure consistency and
continuity of T&E activities. Operational Test and Evaluation (OT&E) must be
accomplished by a separate government facility prior to the Milestone III decision.
Diagnostics OT&E Is performed to provide a valid estimate of the operational effectiveness
and suitability of the system's integrated diagnostics design and procedures using test
Items sufficiently representative of the expected production items,
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Major approaches to diagnostics OT&E Include:

o Testing In an environment as operationally realistic as possible

o OT&E Initiated as early a possible during the FSD Phase

o Testing for adherence to overall OT&E objectives, with respect to diagnostics

o Continued coordination with the Diagnostics Maturation Program

o Evaluation for 100% diagnostic capability In selected critical areas

o Random diagnostics testing in noncritical areas

o Further analysis of test tolerances related to the system hierarchy and
embedded/external diagnostic procedures In order to mIninmize false alarms.

Testing (particularly operational tests) and data collection should focus on the
diagnostics requIrements, Testing and data collection should also evaluate the specified
parameters; namely, Identification of critical failures, the false alarm rate, the percentage of
faults detected and isolated automatically or manually, associated repair times, the
unnecessary removal rate, consistency of test results, and the adequacy of personnel
skills considering all maintenance Incidents.

During OT&E, system performance, operational suitability and supportability
factors are evaluated In an operationally realistic environment. There are two types of
Information that can be obtained for Diagnostics T&E: 1) faults within the system and how
those faults were Identified (diagnosed); and, 2) faults/deficlenoies within the diagnostic
capability. For the latter, this includes evaluation of each element which contributes to the
total diagnostic capability, as well as the capability, achieved by Integration of the
diagnostics elements. Focused, detailed T&E activities discussed In Requirement # 6.2
should be continued. The former type of data can be obtained as a result of Reliability
Growth Testing. The following specific Information should be evaluated for each fault
occurrence.

1. How did the failure manifest Itself?

2. Was the manifestation due to stressing of the system beyond normal
operational limits?

3. If a BIT alarm occurred, was it the result of a confirmed failure?

4. What techniques were used to Isolate the fault?
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5. How long did fault Isolation take using those techniques?

6. Was the failure mission or operation critical?

7. Was It a new or unplanned failure mode? Was BIT supposed to detect the
failure? Did It?

8. Is this failure mode expected to be encountered in the operational system?

9. Should provisions be Included In the diagnostic capability to deal with this
failure mode?

10. Will this Involve a modifloation/addition to BIT? ATE? Manual Test
Equipment? Maintenance Procedures? Skill Levels? Technical Data?
Maintenance Aids?

11. Is an ECP required?

12. Is further Investigation required?
If yes . What plans have been made?
If no - Why not? (brief description)

13. Is correction of the diagnostic deficiency part of contractual requirements?
Tied to Incentive or warranty provisions?
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CHECKLIST

SY Is the designer giving adequate support to OT&E
activities?
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E MA:TURATION REQUIREMENT #

MATURATION OF THE DIAGNOSTIC CAPABILITY

Historically, often a weapon system's diagnostic DIAGNOSTICS
capability does not meet Its performance
requirements prior to deployment. The basic
reason for this Is that all faults cannot be predicted
and, thus, adjustment of the dlagnoetio capability • PROGRAMMATIC
Is required during the first few years after
deployment. Eseentlally, this requires a well-
planned maturation period, which allows for the "-" REQUIREMENTS
grcowth of the diagnostic capability. Closely
coupled with this maturation Is the requirement for
collection and analysis of data relating to the DEIGN
performance of this diagnostic capability, both In
the field and In the factory. Care must be
exercised by both the government and the ASSEW"S i
contractor to assure that proper and detailed data
Is collected. Early planning for this maturation
period Is a must.REIW

--- I VL.uAON
"-'I MATURATONI

IMPOgTANT CONSiODERATIONS TO 0e AD2DRESSED

7.1 A detailed Diagnostic* Maturation Plan needs to be prepared early In the
acquistlion process.

7.2 A diagnostic data collection and analysis system must be stablIshed to
provide for correctlve measures.
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WEAPON OPER. CONCEPT DEM/ 1SD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPL

ACQ. PHASE

WEAPON
SYSTEM SYSTEM PDR

ACTIVITIES SPEC.

DIAGNOS11C
ACTIVITIES PLAN UPDATE

RMAN08330: A-CMlVIT

Most diagnostic implementations, no matter how well conceived, require a
period of time for Identification of problems and corrective action to reach specifie,
performance levels. This requirement Is established In order to formalize the diagnostic.
maturation and to allow the maturation to be Initiated early In the test and evaluation
process. This requirement Is Initiated early so that early identification, tracking, and
correction of diagnostic problems are achieved, The planning for this activity Is formalized
by the development of a Diagnostic Maturation Plan or other appropriate document.

PMCIDUM

While It Is the Contractor Program Managers responsibility to prepare the
Diagnostic Maturation Plan, the designer should understand the scope and methods to be
used In maturing the diagnostic capability to assure adequate corrective actions are
planned and Implemented.

The Contractor Program Manager must ensure that the plan Is:

1. Comprehensive

o Acrose all diagnostic elements
o Includes the Integration of the elements

2. Timely
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o Is Initiated early to plan for the required resources and Implement
corrective actions

o Maturation Is completed by Milestone IV, per DoD-lnstructlon-5000.2

3. Coordinated

o Includes coordinated activitlie from the "llitlue
o Utilizes standard data collection systems

4. Cost Effective

o Allows data collection to be transferable and usable by government (i.e.,
DT&E and production test data).

QUIDANCE

A program to mature the diagnostic capability should be planned for the early
fielded production systems. A one-to-three-year maturation program should be planned
for complex weapon systems with extensive automatic testing capability. For major
weapon systems, the coordination with Milestone IV, Logistic Readiness and Support
Review (DoD-Instruction-5000.2) Is essential. This program should Include provisions for
on-site collection of diagnostic performance data, with engineering follow-up to provide
corrective actions.

The plan should define an approach and methodology to assure that as
development, test and evaluation, and early operational use of the system progress,
problems presented by new failure modes, test voids, ambiguities, and test tolerance
difficulties are recognized and defined, and thel[ solutions are traceable to diagnostic
software and manual procedure updates. The plan should recognize that such
occurrences are expected and normal and, therefore, should concentrate on problem
recognition, definition, and correction, with appropriate tracking for traceability.

The approach and methodology defined should recognize that a basic element
of the Integrated diagnostics concept Is Identification of the set of faults which are known
or expected to occur. The methodology shall provide for definition of this s':, initially
through Failure Modes and Effects Analysis, Testability Analysis, and other iouls and
experience. Provision for growth of this set, as new failure modes are encountered during
testing and deployment, should be Incorporated in the plan, together with explicit cdrerla
to be used In deciding whether or not a newly encountered fault shall be added to the set
of faults for which explicit diagnostic procedures (as opposed to more general
piocedures) are provided for detection and Isolation of the fault. The life cy-ie cost
effectiveness of adding explicit diagnostic procedures for the newly encountred fault
shall be one factor considered In the decision.
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The plan should provide for an orderly development and maturation process for
diagnostic software and manual procedures throughout the development, test and
evaluation, and e&rly operational use time periods of the weapon system and Its
subsystems. Methodology to assure timely and continuing technical support for this
matLration process by both contractor and government activities, with a minimum of
administrative delays, should be a feature of the plan. Orderly transition of technical
responsibilities from the gontractor to the government should also be addressed,

The plan should present milestones to be met, This will assure that the final
system achieves the required degree of diagnostic capability. The plan shall show the
time phasing of each task and Its interrelationship with other tasks. It should Identify
required data review, verification, and utilization to accomplish the required tasks and to
report progress, problems, and tradeoffs. The plan should assure the proper
Implementation of diagnostic design features by designers and subcontractors.

During the Dem/Val Phase, maturation planning, Is centered on preliminary
planning for data collection, analysis and coordination with similar requirements for
reliability, maintainability, logistics, data collection, analysis systems, etc. Specifically, this
planning should Identify potential data sources, such as:

o Laboratory testing
o Developmental testing
o Cperatlonal test and evaluation
o Acceptance testing
o Preproduction testing
o Production testing
o Operation.
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CHECKLIST
Does the Diagnostic* Maturation Plan Include a strategy
for the collection of diagnostic performance data
through DT&E, OT&E, Production, Initial Operational
Use, and Deployment?

E' Is the diagnostic data collection plan In sufficient
depth to allow adequate evaluation of diagnooticcapability?

U' Does the plan Include provisions for all diagnostic
elements -- embedded and external --
as well as the Integration of the diagnostic elements?

Is the Integration i, the diagnostic elements planned
for early enough to allow evaluation and cost-effective
corrective action (e.g., prior to production go-ahead)?

U• Does Maturation Planning Include provisions for both:

1. Adequacy of the diagnostic elements, with respect
to the specified allocated capabilit, and

2. Unplanned fallure modes, which may arise throughout
OT&E, DT&E, Production Test, and Field Use Test?
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DATA COLLECTION AND FEEDBACK REQUIREMENT #7.2 I
I I , 11 1 1 I

WEAPON CONCEPT DEM/ S EPLODSYSTEM EXPLOR. VAL DP
ACQ. PHASE

S• ' ' ,..,^ m

WEAPON 
4a

SYSTEM SYSTEM PRODUCT ECP
ACTV1Y FABRICATION BASELINE

D'NOS'"C ""A" A A
ACTIVITIES DT&E I0T&! RM DATA ON-

DIAONOSTIC AGTIVIT

Data relating to the performance and effeotiveness of the diagnostic capability
must be collected during development, production, and operation. This date Is used as
the basis for the evaluation of dlagnostics and for the oorrection of deficiencies.

The key thrust of this activity Is definition of appropriate data to be collected,
maximum use of data collected, coordination of data coflction systems, and a structured
approach to corrective action.

The Contractor Program Manager Is responsible for the Implementation of
diagnostic data collection and feedback requirements. This Includes development and
Implementation of a cradle.to.grave system for both contractor and government use. It Is
the design Wr's Job to make sure these design correctione are implemented.

The earlier diagnostic performance deficiencies are Identified, the sooner a
more cost-effective solution can be Implemented. Therefore, diagnostic data collection
and feedback Is initiated early in the test and evaluation process, continues through
production test, and extends Into the operational environment. Throughout these phases,
different types of data are collected, different data collection procedures and
methodologies are used, and different types of analysis technique are conducted.
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9. IPAN01

There are no standard methods for data collection and analysis. As Indicated
under Requirement #7.1, Maturation Planning, the collection of this type of data Is
controlled by a number of military standards. The requirements for the standards which
deal with logistics, reliability, maintainability, tesoability, human engineering, and mafety
overlap one another (many times data required by one may, Indeed, be required by the
other(s)). Thus close coordination among these various data requiremnents Is needed, A
single date bass Is desirable. Some tools are available to assist In the feedback and
analysis task. These descriptions are contained In Appendix C.

Th, data collection procedures closely follow the test and evaluation functions.
As explained In DoD Directive 5000.3, Test and Evaluation, the time periods and
sequences for Development Test and Evaluation and Operational Test and Evaluation
vary from program-to-program. They can overlap and even be done as a combined test
and evaluation. Thus there are no standard guidelines that specify the exact points In the
wepoon system acquisition phase where data Is to be collected. The system must be
flexible to Incorporate data as data Is generated.

The Contractor Program Manager should ensure that the proper data Is
collected and that corrective actions are pursued. It Is the job of the designer to make
these corrections. Care must be taken to collect only that data required to assure that
the diagnostic capabilities are performing as required. Automated data collection systems
can be employed. Usually these are more effective, as they are loes dependent on
human motivation to supply the required information.

Corrective analysis and actions should be In a closed-loop system, so that each
deficiency Identified remains an open item until It Is formally documented as being
0orreced.

The data collection and feedback system should be designed so that specific
information is oollected on the performance of the entire diagnostic capability, as well as
for each of the diagnostic elements that make up the diagnostic capability. The
Information must be collected in quantitative form, If possible, and related to System
Specification requirements. Thus the following guidelines on the type of data to be
collected need to be tailored so that the Information can be related to System
Specification requirements and so that It is clearly apparent who Is to supply the
information and when this information Is to be supplied. Examples of the type of data to
be collected follow.
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Diagnostic Data Feedback

o Effectiveness and efficiency of each diagnostic element

o Effectiveness and efficiency of the diagnostic elements as an Integrated
system

o Operational/support Impact of the diagnostic deficiencies

o Corrective action(s) which should be taken or have been taken.

111T iffectivenes

o Fault Isolation time.

Tracking of Palse Alarms

o Type of alarm

o Frequency of alarm occurrence

o Cause (if known)

o Potential consequences of Ignoring the alarm (crew safety, mission
reliability)

o Operational costs of responding to false alarms (aborted missions, degraded
mode operation, system down time)

o Support costs associated with the false alarm

o Operational environment when alarm occurred.

ATE Effectiveness Feeflack

o Workarounde required to overcome mechanical or electrical deficiencies In
the UUT/ATE Interface

o Did the ATE system provide failure detection results consistent with those of
Initial failure detection by BIT?

o Were the ATE test results repeatable?

o Ambiguity size
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o Fault Isolation time,

Integration of Diagnostic Elements

o Are diagnostic resources provided consistent with the training/skill levels of
assigned personnel?

a Effect of false alarms and unnecessary removal* on operational availability
and maintenance workload

o Shop throughput

o Wrong or Inadequate technical Information

o Logistic delay time

o BIT reliasbllty

o ATE reliability.

Diagnostic data collection and diagnostic capabllty performance assessment
may lead to the requirement for corrective action. Corrwilve action may Involve redesign
of prime equipment, test equipment, Interface devices, maintenance doume•ntatlon, built-
In test circuits, diagnostic software, and ATE test programs. All changes must be made
under strict configuration control.

The designer must recognize that modifications to the prime system/equipment
may dictate modifications to the diagnoestic capability as well.
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CHECKST
a'• is there direct communication back and forth between

the person who reports a problem and the person who
will be correcting the problem?

a'Are all failures being analybed to sufficient depth to
Identify failure causes and perform necessary
€orrective actions?
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1.0 INTRODUCTION AND BACKGROUND

The design engineer is the key to solving one of the most comv.plex problemv'
facing the military services In years. The problem Is that today's weipor systems have
become so sophisticated that the capability to maintain and repair them Is a ngtional
priority, No longer can the design engineer be primarily concerned with the equipment
meeting the operational requirements. Reliability and maintainability must be given equal
consideration. Consideration can no longer be given only to varying environmental
conditions under which the fielded product must operate. Equal consideration must now
be given to the conditions under which repairs will be performed. Seemly short and
simple tasks often become very time consuming when accomplished under extreme
temperature conditions or In restrictive clothing such as chemical, biological or radiological
attire,

The services, burdened with excessive maintenance problems, Increasing
demand for skilled manpower and skyrocketing costs, have given Industry a clear
message. The Air Force, for Instance, has Implemented a program which states basically
that all new equipment will be designed to double reliability and reduce repair time by half.
Reliability, maintenance, quality, and productivity in new equipment will be given as much
attention as performance, program schedule and cost. The effects of this new program
can be seen In recent development of a low-altitude navigational system, Performance at
Initial testing was with operational requirements. However, due to higher-than-anticipated
vibration level, reliability requirements could not be demonstrated. The program was not
permitted to continue to the next phase until reliability reached the required growth
curves. This created a delay of approximately six months, placing the entire program In
trouble,

Currently, diagnostics design Is the major unknown In the reliability and
maintainability arena. The statistics provided In this guide's Introduction demonstrates the
magnitude of this fact. This appendix presents additional experiences and the key
lenimng points derived from them.

To Introduce these lessons, a brief hypothetical scenario Is provided regarding
the start of a work day for en Air Force technician assigned to a modem bomber wing.
This case Is Intended to provide some Insight Into what diagnostics programs may
someday achieve.

Arriving at his duty station, the technician enters his code at a computer
terminal and Is provided a work order for the first task of the day. The work order
concerns a malfunction which was detected during a flight completed Just prior to his
arrival at work. A quick glance at the work order reveals which system failed, what time It
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occurred, and the Line Replaceable Unit (LRU) which is to be replaced to corrqct the
problem. After a quick trip to a supply point for a serviceable LRU, with tool box and
checklist In hand, he departs for the flight line. The defective LRU Is changed within
minutes after his arrival at work. A quick operational cheock, using the checklist and on-
board test system, confirms that no other failures have occurred, and the system Is
declared operational.

Back at the Intermediate shop, the flight line portion of the work order Is closed
out. This Is quickly done, with a minimal amount of information input into the computer
terminal regarding the work accomplished. The defective LRU is placed on its
corresponding automatic test equipment (ATE). Keys within the LRU provided
Identification Information to the computer contained within the ATE. Failure conditions
and symptoms recorded on-aircraft at the time of the failure are also transferred to the
ATE computer via the computer network. Rapidly the ATE goes through a set a tests
specifically tailored to the reported failure conditions and the failed single component Is
Identified. After the failed component Is replaced, the LRU I cheocked again with the ATE
to verify serviceability. Following serviceable testing, the LRU Is given a quality control
Inspection aind returned to the supply point, where It once again becomes a serviceable
asset.

The above scenario (or parts thereof) has been a goal of the military services
for many years. Great strides have been made toward achieving this objective, yet even
total success In limited area does not lay immediately at hand.

The reasons that success Is fleeting are many. They Include budget
constraints, a relative lack of importance, political considerations, time, and the complexity
of the task-.just to mention a few. This appendix presents a few glimpses of activity on
recent programs, results obtained, and lessons learned.

The information presented Is a composite of experiences derived from B-1 B
and F-1Il Aircraft, as well as the Minuteman, Peacekeeper, and Small ICBM Strategic
Missiles. LSA exampleN from the AMRAAM and 30mm Gun PODS am also Included.

2.0 ESTABIJ8HMENTINTERPRETATION OF REQUIREMENTS

What Is specified In the procurement specification and the contractual
Statement of Work Is what the government expects to receive. in the area of diagnostics,
the government experience on past programs has not been the best. Diagnostic systems
have proven to be Incomplete, unable to to test to the desired level or simply do not as
advertised. The basic foundation upon which any success will be directly dependent Is
the clear understanding of the actual requirements.
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Need Statements and Work tateoments

All of the programs surveyed in the preparation of this document seem to have
an item in common dealing with their diagnostic requirements. That commonality factor is
that the quantitative diagnostic requirements Imposed are derived without a great deail of
thought and analysis, Typically diagnostic requirements are more what has been judged
by someone to be realistic values, rather than a product of studies performed to
determine these requirements.

DoD-Instruction'.5000.2 and other related documents describe a structured
acquisition process beginning with, among other things, the development of a Mission
Area Analysis and a MisuionNeed Statement. Included In the Misslon.Need Statement Is
a discussion of the Mission and Threat, Alternative Concepts, and Technology
Involvement. Subsequently, during the Concept Exploration Phase, studies are
conducted to develop a System Concept Paper which more thoroughly defines possible
alternatives, and a selected concept. Many Items are taken under conslderation during
this time frame Including readiness, maintainability, manpower and training.

It Is this process which generally drives the development of the procurement
specifications. Thee functions are primarily the concern of Government Program
Manager; however, Inputs are sometimes requested from the contractor. Failure to
consider testability when providing these Inputs may limit chanoes for successful
diagnostics later In the program, Overall diagnostics and testability, In general, should be
given more concern at this early stage of development.

Understanding Requirements

Determining the proper diagnostic specifications necessary to meet the mission
need Is one thing. Describing them In such a way that they will bo Interpreted properly Is
another.

The following Is one of the diagnostic requirements Imposed on the B-1 B. "The
CITS shall provide an assurance of 95 percent to the aircrew that the system performance
Is operationally acceptable or that the Indicated failure Is valid during In-flight performance
and ground readiness tests. The CITS shall provide fault Isolation to an LRU with a
certainty of at least 75 percent'In the ground fault Isolation mode."

Another requirement stated that "false alarms could not exceed 2 percent".
Both seemingly good requirements, but two problems ensued In their accomplishment.
First and foremost was the problem In the definition of the percent base. Percentages are
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often used In defining requlrenments. But when so used, it must be stated as a percent of
what. False alarms, as a percent of the possible alarms, gives one result. False alarms,
as a percent of the number of total alarms Indicated, gives another. When written, one
must assume that achievement based on definition of the writer would meet mission
needs. In reality, when achieved based on legal or Implied definition, the results were far
from those required by the operational command.

A second but In this case leassor problem, was a conflict between the
requirement. The first requirement above allows a 6 percent false slarm rate (100 minus
the 95 percent accuracy). The second allows only 2 percent. Specification ambiguity
leads to Interpretation which "vll! not necessarily end with the desired result. The design
engineer can help eliminate these problems by Informing program management when
specification ambiguity Is first encountered.

Logletlo Support Analysis (LOA) Process

The LSA Is not a direct function of the design engineer, however the process
can Influence many of the design requirements. MIL-STD..118.IA defines basic
objectives which are achieved when this standard is applied.

1. Cause supportability requirements to be an Integral part of system
requirements and design.

2. Define support requirements that are optimally related to the design and
each other.

3. Define the required support necessary during the operational phase

These objectives are accomplished by the selective application of scientific and
engineering efforts undertaken during the acquisition process, as part of system
engineering. it Is an Iterative process of definition, synthesis, trade-off, test and
evaluation. Many cases have been found which Indicate that designers who successfully
Incorporate the results of these studies early will have a maintainable system when
deployed in the field.
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3.0 ST1UCTURING DESIGN CONCEPTS/CONSTRAINTS

Controlling vs Constraining the Contractor

Today's trend In specification and contractor direction Is to provide the
contractors with the maximum leeway In meeting top-level requirements, The objective Is
to allow the contraotor to define alternatives, select from the alternatives those which can
best be accomplished and provide a product which meets all of the Nreal" requirements,

Existing systems covered by this document were all developed under a more
structured specification approach. The previous school of thought was, generally
speaking, that the more things which can be controlled by the specifications, the more
chance the end product will be as desired, Experience with that approach has led to the
more open trend, This Is because the tighter approach did not allow the contractor to
make maximum use of his many possible alternatives.

The customer Is encouraging the design engineer to think In terms outside the
realm of present diagnostics technology, Diagnostics technology In general has not
developed to the point of satisfying the customer's requirements for maintaining complex
weapon systems. An excellent example of the type diagnostics not desired Is
demonstrated by the built-in fault capability of a terrain-following radar. One of the line
replaceable units contained within this system Is the computer. Conveniently located In
the aircraft noso compartment, this LRU contains the malfunction Isolation switch and
malfunction Indicator on It's front panel. The malfunction Indicator has nonvolatile flags
set during flight at the occurrence of a malfunction. These were designed to serve as
functional aids for maintenance personnel troubleshooting the terrain- following radar
system. However, many of the malfunctions Indicated are caused by associated
subsystems that provide stlmulus to the computer. This situation has caused
unnecessary maintenance and supply cost, plus degraded operational readiness, I•lj,
desioner must ensure that all disanostics will only be Influenced by the parameter they
are designed to monitor. The last thins the customer needs Is A dlaanostic system which
Increase. the workload.

The Maintenance Concept

The Logistic Support Analysis tasks of MIL-STD-t 388-1A which are concerned
with the development of maintenance concepts and constraints are very Important for the
diagnostic community. The design engineer will benefit greatly by being involved with the
LSA anelyst and Incorporating the results Into the basic design at the earliest possible
time. The MIL-STD-1388 tasks are structured to ensure consideration of existing
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resources, compatibility with deployment and operational requirements, and maintenance
personnel skill level.

The tie between the diagnostic method end the maintenance concept is
bidirectional. They need to be established In unison. The maintenance concept is
Oeveloped based on expected diagnostic capabilities. The diagnostic design ultimately
forces the real maintenance concept. The designer who understands this concept
recognizes the MIL-STD-1 388 process as an aid to achieving the desired maintenance
concept Is success oriented. A lesson well learned Is that when these tasks are used for
historical purposes, Instead of a tool for the designer, the desired maintenance concept Is
seldum achieved.

Established Air Force maintenance policies utilize system operation as the final
determinant of the need for maintenance, If the system Is functioning within tolerance,
don't fix it. A unique situation has developed on the B-15 aircraft. Due to redundancies
designed Into the systems, overall operation appears normal, while some specific parts
are not functioning. The diagnostics systems say the parts should be replaced. System
operation Indicates everything Is functioning normally. To date, partially due to the lack of
confidence In the aircraft diagnostics and partially due to established habits, these type
malfunctions are not being repaired. Generally the diagnostics Is believed frulty and no
maintenance action Is taken until another Item malfunctions rendering the system
Inoperative. This experience shows that changing existing practices Is slow. If it Is
confused with the lack of confidence In the diagnostics, the change Is even more difficult.

The Unit Under Test (UUT) designer, ATE manager, and automatic test
equipment designer are all vital elements In determining what off- equipment testing Is
required. Once the option for automated testing is confirmed, the ATE designers must
convince the UUT designer to Incorporate "Design To" criteria for maintainability, reliability
and testability. Care must be taken to define the need for ATE, how the ATE Is to be
used, how the UUT will be designed for built-in test and Interfacing abilities. ATE
effectiveness Is directly and Immediately dependent upon this co-development with the
unit under test. The following support trade-off factors must be considered when
developing the UUT "Declgn To" criteria:

1. The ma,,itenance concept and requirements imposed by the Repair Level

Analysis of the system

2. Requirements of the built-in test for the UUT

3. The effectiveness of UUT functional partitioning
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4. The ability to Insert In the UUT test points

5. Design limits on reliability and maintainability.

Hisorloally, probably the prime reason for dissatisfaction with a weapon
system's diagnostic capability Is the unnecessary removal of "good" Items when
conducting corrective maintenance. The designer must be aware of the causes for these
unnecessary removals.

A field survey team (details of the survey are contained In RADO-TR-83-2
"Study of the Causes of Unnecessary Removals of Avlonlo Equipment") visited 12 AFB's
In 1979 to determine the causes of this problem. When the survey was completed, a
study analyzed the data and categorized the causes. The following major causes of
unnecessary removals (URs) are listed along with the percentage of all URs for which
they are responsible,

Ineffeative BIT - 3§%

This problem relates to built-in-test designs which provide inoomplete or
ambiguous Information to eirorew and ground crew operators, Such inoomplete
Information Is the reason that operators must "interpret" BIT Indications, Thus, there are
Instances when BIT Indications are misinterpreted and an avionic equipment Is
erroneously reported as malfunctioning. Such "malfunctions* are termed false alarms and
result In a CND or UR classification. These false alarms may either Indicate a malfunction
In a serviceable equipment when there Is actually no malfunction In the system, or may
not indicate a fault when one exists In the equipment.

Ineffective Subervlslonauooort - 25%

This problem involves control of the work habits of maintenance technicians.
Although a lack of such support may be a result of the current short supply of middle
management personnel, special attention of supervision Is often necessary to maintain
control of the UR rate.

Lack of adequate troubleshooting, Incorrect use of test equipment, Improper or
Inadequate documentation, and lack of historical tracking of aircraft and LRUs for
Intermittent problems all tend to point to the lack of effective direct supervision.
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Management lrectives - 11%

This problem relates to bypassing the normal standard troubleshooting
procedures to obtain quick response turnaround times for priority sorties. There are times
when turnaround time Is most Important and any supporting action Is justified. However,
this type of nonstandard action should be under regular surveillance by auditing
personnel.

Test Eaulment Differencm - 10%

Test equipment differences between different levels of maintenance were noted
by the survey team on relatively "new" equipment. A lack of commonality In the
calibration of test equipment was also dlsoerrned by the field survey team at one repair
facility. At one AFB, certain LRUs received from the repair depot are retested because of
the lack of commonality between I-level test equipment and depot level test equipment.

ineffective or Missing Test Eoulpme2 -9%

This Includes heavy or bulky teat equipment. In most cases Ineffective, heavy
or unwieldy test equipment Is the same as missing test equipment since It Is not used. In
this case, nonstandard troubleshooting Is employed.

InadeauMte Skill.- 7%

Inadequate skill of maintenance technicians In the use of T.O.s, tost equipment
and troubleshooting procedures relates to the technicians' Inability to completely cope
with the relatively high technology of electronic equipment. This cause of URs is due to
the technician not remembering details of his past training; be It formal, on-the-job
training, technical readings or just familiarization with equipment and/or avallablo
diangnostic methods.

In(ceosslbillitv

In addition to the above, the problem of inaccessibility cannot be overlooked.
An Inaccessibility problem can have a significant Impact on the unnecessary removal rate.
When LRUs are not readily accessible due to some restricted location, the removal of a
suspect LRU may require the removal of one or more adjacent LRUs. Also, the difficulty
In reaching a suspect LRU may preclude an on-equipment check, and the suspect LRU Is
removed and sent to the I-level shot for bench check.
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4.0 MEANINGFUL PREDICTION AND ASSESSMENT METHODOLOGY

In-process assessment of diagnostics achievements has, In the post, been less
than adequate. In fact, one of the most definitive and often repeated B-1 B lessons Is the
need for an operational period to mature the diagnostic design. That lesson Is described
below in paragraph 7.0. Prediction and assessment techniques have, In the past, failed to
provide sufficient information to uncover all of the Inadequacies and shortcomings.
Significant emphasis Is currently being placed on testability analysis, reliability, and
maintainability assessment tools under the umbrella of Computer-Aided Acquisition and
Logistic Support (GALS). With that emphasis, one should expect great Improvements in
assessment techniques. The point for the design engineer on this subject Is that the
results of these predictions and assessments must be Incorporated Into the design so
diagnostics requirements will be fulfilled.

Methodology

The CAL8 initiative would Include diagnostics testing as an Integral part of CAD
design. The concept Is that rules and techniques would be established In the CAD
machine. As a specific Item Is designed, it Is constantly cheoked for test access, built-in
test capability, or whatever other rules that have been established.

This concept works fine for evaluating the diagnostic characteristics of a single
electronic assembly. Evaluation of a wedpon system's central test system Is another
question. Foi the 8-1B, a complete Integration lab was developed to test the diagnostIcs
software In a functional environment. That process was useful, but still under the best of
lab conditions some things could not be developed to the optimum level. An excellent
example is the philosophy for checking the thrust of a Jet engine. Simulated lab
conditions equate more to an aircraft being on the ground. There thrust Is compared to a
reference schedule of gross thrust versus turbine blade temperature at two discrete
operating points. These two points are the intermediate and maximum power settings.
To develop an in-flight thrust check, a reference has to be calculated to monitor
performance across the entire power range. This reference Is obtained by comparing the
engines In synchronization to one another In flight. This reference requirement, plus
many preconditions necessary for calculting or examining thrust, dictated actual flight
testing for development of a valid check.
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Feedback Stroturs

Time Is needed to assure that the design benefits form the assessment
process. Logically, one does not need a whole lot of experience to understand this.
However, It was proved once again on the B-1 B aircraft that compresed schedules tend
to eliminate this time. Concurrent Full-Scale Development and Production meant that the
funding for studies and analysis occurred so late that results could not be Implemented.
When this happens, management direction is needed; however, management cannot take
any action unless the problem is brought to their attention. The design engineer must
notify management or the magnitude of the problem will increase with the passage of
time.

Infomation Plow

A concern often expressed by many design engineers Is the delay In receiving
formal products generated with the MIL-STD- 1388 process. Certainly this delay can
create concerns. Who wants to think the design Is stable only to disoover major changes
are required? The driving factors often necessitating these changes are studies
performed for maintainability and testability, The design engineer who realizes this and
develops a close working relationship with the personnel performing these studies will
have fewer surprises. Experience has taught many times that It Is much easier to
communicate and incorporate changes during the initial design effort. Trying to make
changes later is expensive, time consuming and often produces lose than optimum
results.

5.0 DSIaGN REVIEWS

Formal Design Reviews provide the opportunity for the contractor to
demonstrate to the customer the present design and what future design efforts hope to
achieve. If the contractor can demonstrate that he is meeting the specifications, the
customer can ask no more. It is the role of the design engineer to assure that sufficient
design has been performed prior to Design Reviews, which can demonstrate with a
degree of confidence, that diagnostic requirements are being fulfilled.

Scheduling

It's either too early or too late. Picking the optimum time for reviews Is very
Important. Reviews need to be conducted after the design is sufficiently defined to make
the evaluation but before it Is too late to make design changes. The design engineer
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needs to participate In schedule development to ensure that a reviewable product Is
available at the scheduled time.

The only Identified lesson learned from experience Is that the scheduling for
formal reviews Is typically determined at the beginning of the program. The stage of the
design for the review Is then whatever It Is at the scheduled time. This Is not necessadly
bad, because typically the designers Influence the work schedule toward having a
reviewable product on the established schedule. Usually, reviews cannot be moved out
without jeopardizing program schedule.. Designers must guard against committing to a
schedule with goals that are unrealistic.

Review EmBphasls

Messages are sometimes sent to designers which can be misinterpreted,
Informing them where they should place emphasis. This misinterpretation Is based on the
Importance an Item Is given In the reviews. If the Government Program Manager and his
review team place little emphasis on diagnostics, designers get the message that
diagnostics are "not Important." This has often been done unintentionally In the past by
quickly passing over the subject In the reviews, or otherwise Indicating a minimal concern.
The design engineer must not forget the Importance of diagnostics, especially In cases
where the Government review team has placed little emphasis on the subject.

6.0 DEMONSTRATIONS

Demonstrations are, In general, another form of a formal review. Thus, most of
the points made In the previous section also apply here.

Timeliness

The opportune time for final demonstration of diagnostics does not exist, If a
purpose of the demonstration Is to Identify corrective actions, Efforts to schedule
demonstrations early enough to minimize the Impact of "failure" have, in the past, resulted
In the simulation of too many conditions and resources, To perform a complete
diagnostics demonstration, all operational diagnostics tools must be In place. This
Includes support equipment (if appropriate), training, technical publications, and any other
applicable diagnostic tool. Attempts to simulate or work around the absence of these
operational items does not provide for a complete demonstration.
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Snmulated vs. Operational Conditions

This problem can be demonstrated by experience with a recent modification
program on the F- 11I D Attack Radar. The modification was major--mainly made to
improve reliability and maintainability. One significant portion of the modification was the
re-work of the built-in test (BIT) capabilities.

The design Job seemed to be done very well. Design Reviews were passed.
Demonstrations of the new BIT performance In the laboratory exceeded the specifications
and expectations. All looked like a job well done and the contract was considered
complete.

The problem was that on the aircraft, in operatlonal conditions, the BIT does not
do so well. The BIT serves two functions, one being to advise the alrorew If the selected
mode Is operational, the other serving as a diagnostics aid to maintenance personnel.
Tho aircrew function performs well, which is not surprising, being part of the basic
operational requirement. However, the diagnostics portion of the software used In the
fault Isolation process has required extensive re-work. At first glance, one Is led to believe
that the simulated and operational conditions must difler greatly. This being the case,
how does one explain that problems reported during field operations can later be
demonstrated under laboratory conditions? Performing demonstrations with the primary
objective of showing operational requirements are being fulfilled, with diagnostics given
secondary concern, only delays finding problems In that area. An Important point to
remember Is that diagnostics must be given equal consideration to operational
requirements and the Demonstration phase Is another chance to Identify and start
correcting diagnostic problems.

Providing for Resources

Scheduling/obtaining resources for the demonstration Is an early function. This
requirement has often been overlooked or minimized In the past. Design engineers
Involved In the demonstration process should be fully aware of the demonstration
plan/requirements and assure that required assets are Inputted for Incorporation in top-
level planning documents.

7.0 MATURATION

Maturation Is a phase which has been Identified as necessary primarily during
devolopment of new systeme/technology for the embedded and external diagnostic
capability. One especially critical area for these systems Is the Inherent requirement for
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testing under actual operating conditions. Maturation becomes necessary to ref!i6 test
method/fault limits/diagnostics logic embedded within the diagnostics software programs
that operate these systems. The predloted operating characteristl of the various on-
board systems must be compared to the actual operating characteristics of these systems
as they Interface with other systems under varying environmental conditions.

Early Planning

One thing learned on the 8-18 Is that the design engineer must keep
management Informed of the considerable time and resources necessary for maturation,
The original B-1 B development plan was to mature the diagnostics system (CITS) on 70
FSD flights. That would, it was thought, provide a mature system at the time of the first
deployment of the B-1B to an Air Force Main Operating Base. Early In the Full-Scale
Development Phase, It became evident that the plan would not be sufficient. A new plan
was developed to use 468 SAC sorties over the years 1985 and 1986. The wing did not
fly the required number of sorties over that time period and the program was extended
through November of 1987. Additional aircraft deliveries and an Increase in sortie
generation rate produced a total of 1089 sorties by the end of that period, With that
number of sorties, sufficient data was gathered to Indicate an acceptable level of
performance. At this point, it Is estimated that as a general rule, at least 400 to 500
sorties will be required to mature an on-board test system like the CITS. Maturation time
Is difficult to estimate and as learned on the B-1 B changes will have to be made as the
process matures,

Operational or Flight Test Environment

How does one plan for 500 sorties prior to production? Is a plah to fly four FSD
aircraft on the average of once every three calendar days for a year reasonable? Is a
limited production block appropriate for maturation? These are questions which the
design engineer must consider when advising management of schedules early In program
planning.

Experience has Identified one additional consideration to be Included In making
these decisions. That consideration Is the Impact a partially working diagnostics system
has on the maintenance techniclan. if technicians lose confidence In a diagnostic aid,
they will not use. Further, it Is hard to convince them that the Item has been Improved and
that now they can have confidence in It. Many maintenance technicians on the 8-1B, F.
111 and other systems who have been exposed to Inaccurate diagnostic methods have
never been convinced to use an *improved" version, All 8-18 operating bases have the
same current version of CITS. Field data shows, however, that the bases exposed to the
earliest and poorest version of CITS continue to have the highest false alarm and cannot
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duplicate maintenance rates. This Is due to the lack of trust still carried from the early
experience. Thus, It Is Important to accomplish maturation away from the majority of
operational twchniolans, If possible.

implementing Maintenance Concept

If the maintenance concept utilizing the planned diagnostics Is significantly
different from that with which the established technician Is familiar, special training will
need to provided. The B.15 conflict between using CITS or system performance to rule
that a failure has occurred was discussed In paragraph 3.0 of this appendix. Trends are
also In place today to Isolate to and replace modules on the aircraft rather than the large
"boxes" of the past. Utilizing the diagnostic Indication produced during flight without
further ground verification Is also a current trend. Each of these "new" concepts must be
thoroughly understood by the technicians, so that the maturation results are consistent
with the planned fielded maintenance concept. Making changes Is never an easy
process and the maintenance technician Is no exception to this concept.

8.0 SUMMARY

Diagnostics Is not a simple matter and the perfect situation portrayed in the
Introduction has yet to be achieved. Instead of the failure being Identified to one LRU,
often the ambiguity group Is as many as four LRUs. The ATE which can Isolate the failure
to a single failed component would be the ideal solution but, more likely than not, it will
only be one or sometimes several Shop Replaceable Units (8RUs) or a particular group of
SRUs. The steps covered here are only some of the very basic ones required to Insure
good diagnostics. However, looking at many different programs, one finds even these
simple steps have been omitted, or perhaps accomplished, at a time too late to have the
desired results. The reasons are many: poor communication of needs or goals, time
frame restrictions, money, and failure to properly consider the Importance of diagnostics.
To ensure diagnostics, it must be addressed at all phases and be given equal Importance
to other performance requirements. If the system cannot be maintained, It can never
meet Its operational requirements.
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CHECKI.ST

SStudies, analyses, and feedback take time. They need
to be scheduled so that their results can Influence
the design.

STest equipment designers need to have an Input regard-
Ing the design requirements of the units to be tested.

U' Proper priorities need to be demonstrated by both
government and industry If diagnostics Is to be
properly Implemented.

53# Specifications must be well defined and represent
exactly what is needed.

SReal operating time Is required for maturation of
the diagnostic system--lots of it.
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LIST OF ACRONYMS

ABI Avionics Bus Interface
ADA Adaptive Diagnostic Auttoring
ADS Adaptlve Diagnostic System
AFLC Air Force Logistics Command
ADP Automatic Data Processing
AFSC Air Force Systems Command
Al Artifiolal. Intelligence
AIDA Corporatlon - Santa Clar, CA
ALU Arithmetic Logic Unit
AMC Army Mateorel Command
AMRAAM Advanced Medium Range Air-to-Air Missile
ASIC Application Speclfc Integrated Circuit
ASTEP Advanced System Testablilty Analysis Program
ATE Automatic Test Equipment
ATF Advanced Tacical Fighter
ATG Automatic Test Generator
ATLAS Abbreviated Teot Language for All Systems
ATPG. Automatio Test Pattern Generator

BCPE Blphase Correlator Processing Element
BDL Behavioral Design Language
BILBO Built-In Logic Block Observation
BIST Built-In Sell Test
BIT Built-in Test
BITE Built-in Toot Equipment
BLM Behavioral Logic Model
8MM Bulk Memory Module

C/ATLAS Common Abbreviated Test Language for All Systems
CAD Computer-Aided Design
CADAT Computer-Aided Design & Test
CADAT 6 Computer-Alded Design & Test, Version 6
CADBIT Computer-Aided Design for Built-In Test
CAE Computer-Aided Engineering
CALS Computer-Aided Acquisltion & Logistics Support
CAMELOT Computer-Alded Measure for Logistic Teostablllty
CASS Consolidated Automated Support System
CATS Computer-Aided Test System
CDDS Common Diagnostic Data Base
CDL Ciroult Description Language
CDR Critical Design Review
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CDRL Contract Data Requirements List
CEP Count Enable Parallel
CEPS CITS Expert Parameter System
CET Count Enable Trickle
CFE Contractor Furnished Equipment
Cl Configuration Items
CITS Central Integrated Test System
CLK Clock
0L.R Clear
CMC CITS Maintenance Code
CMOs Complementary Metal Oxide Semi-Conductor
CMI. Current Mode Logic
CMOs Complimentary Metal Oxide Silicon
OND Cannot Duplicate
CNO Chief of Naval Operations
COPTR Controllablilty-Odservability-Prediltablilty Testability Report
CPCI Computer Program Configuration Item
CRC Cyclic Redundancy Check
CSC Computer System Component
CSCI Computer Software Configuration Item
CSDM Computer System Diagnostic Manual
CS1 CADAT Systems Interface
CSOM Computer Software Operator's Manual
CTE Commercial Test Equipment
CTF Controllability Transfer Factor
CY Controllabillty

D-Levef Depot Level
DAISY Manufacturer Name - Mountain View, CA
DATPG Digital Automatic Test Program Generator
DODD Data Base Design Document
DCP Decision Coordinating Paper
Doem/Vai Demonstration and Validation (Phase)
DFT Design For Testability
DIA Defense Intelligence Agency
DID Data Item Description
DIP Dual In-line Package
DMUX Demuitlplexer
DoD Department of Defense
DoD-D DoD Directive
DoD-INST DoD Instruction
DNE Data Network Element
DT&E Development Test and Evaluation
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DTA Daisy Teostablity Analyzer

EARS Engineering Access Routine Set
ECL Emitter Collector Logic
ECC Error Correting Code
ECL EmItter-Coupled Loglo
EOP Engineering Ohange Proposal
EDIF Electronlo Design Interohange Format
EIA Electronics Industry Association
ESU Element Supervisor Unit
ETE Electronlo Test Equipment

FA False Alarm
FA Feedback Analysis
FCA Funoional Configuration Audit
FD Fault Detection
FEFI Fraction of Erroneous Fault Isolation Results
FFD Fraction of Faults Detected
FFI Fraction of Faults Isolated
FI Fault Isolation
FIG Fault Iodation Group
FIPAD Failure Indentlfloation, Prevention and Detection
Fie Fault Isolation System
FLEX Name (Navy Support Cost Model)
FMEA Failure Modes and Effects Analysis
FMECA Failure Modes, Effects and Criticality Analysis
FOM Figure of Mert
FOT&E Follow-On Operational Test & Evaluation
FPPE Floating Point Processing Element
FRACAS Failure Reporting, Analysis and Corrective Action
F8D Full.•Soale Development
FSM Firmware Support Manual
FYDP Five Year Defense Plan

GFE Government Fumlshed Equipment
GIMADS Genero Integrated Maintenance Diagnostics
GM Global Memory
OPETE General Purpose Electronic Test Equipment
G8E Ground Support Equipment

HDL Hardware Description Language
HITAP HI-Testability Analysis Program
HITS HliaeraNcal Integrated Test Simulator
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HSDB High-Sped Data Bus
HW Hardware
HWCI Hardware Configuration Item

I-Level Intermediate Level
I/0 Input/Output
IC Integrated Circuit
ICE Integrated Conceptual Environment
ICNIA Integrated Communications, Navigation &

Identification
ID Interface Device
ID Integrated Diagnostics
IDD Interface Design Document
IDS$ Integrated Diagnostics Support System
IFThI Intermediate Forward Test Equipment
IGES Initial Graphics Exchange Specification
ILS Integrated Logistic Support
ILSP Integrated Logistic Support Plan
IMIS Integrated Maintenance Information System
I/0 Input/Output
IOT&E Initial Operational Test & Evaluation
IPS Integrated Program Summary
IRST Infrared Search and Track
ISPS Instruction Set Processor Specification
ITO International Test Conference
ITP Integrated Test Plan

JTAG Joint Test Action Group

KGM Key Generator Module

LANA Local Area Network Acceleration
LCC Life Cycle Cost
LCCA TM Life Cycle Cost Analysis
LCC Family
of Models Life Cycle Cost Family of Models

LFSR Linear Feedback Shift Register
LCCC Leadless Chip Cartder
LDCC Leaded Chip Carrier
LED LIght Emitting Diode
LFSR Linear Feedback Shift Register
LOGMOD Logic Modeling
LRM Line Replaceable Module
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GUIDANCE

The guidance provided In this section Is designed to permit maximum visibility
Into the diagnostic design process. The designer must understand the design process
flow, timing, and data requirements which must be satisfied. In addition, It Is Important to
recognize that current data Item procurement practices may not always be supportive of
the design activity In-process data needs. At times, the CDRL and associated DID do not
adequately reflect these In-process needs. The high data Item generation/revision costs
generally experienced are strong motivators for delaying data Item preparation to a point
where the design has stabilized. Such motivation Is In direct conflict with the utilization of
the data to make design decisions. A complete, detailed data submittal indicating that the
design Is flawed Is of little use after the design has been completed. The guidance that
follows has been designed to provide the necessary Insight Into the design process, which
will assist the designer In doing a better job.

Design Environment

The diagnostic design environment is an essential component of the overall
diagnostic design activity, which has been established by the contractor In response to
the RFP requirements. This environment encompasses both the Implementation
methodology and the specialty coordination associated with the diagnostic design
process. Evidence of these should be apparent In the interim products of the'design
effort, which are made available to the government program management function (at
both Informal In-process reviews and formal system-level design reviews).

Diagnostic design Is characterized by its Iterative nature and a high degree of
interdependence with the supportability engineering specialties (I. e., reliability,
maintainability, Integrated logistic support, testability, human engineering, and safety).
The allocation of diagnostic resources must be based on Inputs from these disciplines.
Therefore, the timing and quality of data interchanges must be In accordance with the
program plans. A breakdown In data availability and exchange can be responsible for
program delays and shortfalls In the fielded diagnostic capability.

The data flow required to develop the composite diagnostic capability must be
responsive to the diagnostic mix established for the specific system under consideration.
Embedded d;agnostic features, such as built-in test (BIT), built-in test equipment (BITE),
system Integrated test (SIT), performance monitoring, status monitoring, embedded
training, embedded maintenance aiding, adaptive Al-based diagnostic systems, etc., are
an Integral part of the prime equipment design. Therefore, the diagnostic data flow
associated with these features must be Incremental and continue until the detail prime
system Configuration Item designs are complete. For the external diagnostic elements,
such as automatic test equipment and the associated test program sets, manual test
equipment, portable maintenance aids, technical information (hard copy or eit,, tronic
delivery), training, etc., the diagnostic data flows Into the LSA process up to the point
where the firm requirements for these diagnostic elements can be established. Once firm
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requirements exist, the diagnostic design environment must facilitate a smooth transfer of
data, which Is sufficient In terms of detail and format to permit fabrication of the required
external diagnostic capability,

Table 5 Is a listing of the major military standards which Influence the design of
the diagnostic capability. Some of these military standards are programmatic in nature, In
that they establish a specific program and describe the tasks which can be undertaken.
The remainder of the standards are process or product-oriented. As can be seen, these
standards influence various aspects in the design of the diagnostic capability, starting
from establishing diagnostic requirements, through the design and assessment of the
diagnostic capability. There Is a sequence of tasks and procedures cited In these
standards which can be applied to the diagnostic capability. The Interfaces and
relationships between these various activities are complex and cannot be easily
diagrammed to promote understanding. Establishing diagnostic requirements Is
described In Requirement #2, and the assessment Is described under Requirement #4.
Thus the following guidance will address the design of the embedded and external
diagnostic capability.

Design Integration

Figure 4 is a simplified diagiam of the information flow in the design of the
diagnostic capability. The design process begins with a maintenance concept and design
data, such as specifications, block diagrams, and schematics. Establishing the system's
architecture Is the next step. System's architecture has a major Impact on the design of
the fielded diagnostic capability. The concept of fault tolerance supports the maintenance
concept by promoting graceful degradation of the system's performance, thereby allowing
the maintenance to be performed at the user's convenience rather than dictated by when
faults occur. Design for testability concepts play an Important part at this time.
Partitioning especially Is closely tied to fault tolerance, because the performance
monitoring capability must be able to detect failed Items In order that the capability of the
system Is known, that necessary switci!ng to alternate means Is facilitated, and that
maintenance actions can be Identified.

The Failure Modes and Effects Criticality Analysis (FMECA) utilizes the
system's architecture and design data to determine the modes, causes and effects of Item
failures, This data drives the maintenance and safet/ requirements which In turn help to
establish the diagnostic logic, test point selection, and test requirements. From this
Information, the diagnostic capability is designed and fabricated, Including the testing,
(built-In and external), technical Information, training, and personnel capability. Obviously
this entiro process Is iterative In nature - a factor not Indiated.In Figure 4.
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TABLE 5. MILITARY STANDARDS APPLICABLE TO THE DESIGN OF THE DIAGNOSTIC CAPABILITY
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The concept of vertical testability was introduced years ago. In essence, this
concept addressed the compatibility of testing among all levels of maintenance, including
factory testing. The core of this concept Is twofold. The first Is the establishment of a
Cone of Tolerance among these levels, and the second deals with the compatibility of
environments under which these tests are performed.

The Cone of Tolerance concept Is depicted In Figure 5, In which the testing
tolerances are widened as the unit Is tested closer to its operational environment.

The compatibility of testing environments can be Implemented best through the
use of common test equipment at Intermediate, Depot, and Factory Levels. This
commonality of test equipment and any associated test programs Is the method for
Implementing this compatibility,

The concept of vertical testability Is key to the Integration of the design of the
diagnostic capability. Therefore additional guidance on vertical test methods Is contained
in Appendix D, This appendix also Includes guidance on documenting the results of
vertical testability analysis to assure this Information will be Integral to the diagnostic
design process.

Extension of this vertical testability concept Is recommended for the entire
fielded diagnostic capability. Figure 6 depicts this concept, In which vertical testing Is
shown on the left and is Joined by technical Information and personnel and training
compatibility requirements. Not only Is this compatibility required vertically, but also
horizontally, All elements that make up the diagnostic capability must be compatible at
each maintenance level.

This concept of vertical and horizontal compatibility Is key to the Integration of
diagnostic capability. The entire process Is driven by the diagnostic logic which effects
the requirements for all of the diagnostic elements. This diagnostic logic can be
established by a variety of means Including the use of maintenance dependency charts,
fault trees, etc. To Implement this concept, a sedes of matrices similar In format to Figure
6 can be prepared at various system hierarchy levels (e.g., system, subsystem, LRU,
SRU). These matrices should be tailored to the unique requirements of a specific weapon
system and may be used in conjunction with other required data deliverables (e.g., test
requirements document).
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FIGURE 6. Design Integrmalon of Diagnostl Capability

AUTOMATION OF THE DIAGNOSTIC DESIGN PROCESS

Automation of the diagnostic design pro :soo Is encouraged to provide a more
efficient and effective design process. The dli, jnostic design process should be an
integral part of prime system oomputer-alded engineering and design.

The added efficiency and effectiveness In the use of automation Is reflected In a
number of ways. The effect of changes in either the diagnostic design or the primu
system design can be readily ascertained a% the design progresses. This iterative
process then can give the designer Information on whether or not the diagnostic
specification requirements will be met. In addition, automation permits the concurrent
development and evaluation of the entire diagnostic capability along with the remainder of
the prime system.

3-10



PPRR7OVIDING A COHESIV1E DIAGNOSTIC DESIG3N PROCESS REQUIREMENT #3.1

Diagnostic Design Tools

Diagnostic design tools enhance the effectiveness and efficiency of the
process*. A description of available tools and processes is available in Appendix C.
Appendix C Identifies automated tools which can assist the designer in performing three
major facets of the design process: system architecture design, Implementation of design
rules and practices, and diagnostic authoring.

The first element pertains to design automation tools that assist the designer In
synthesizing a prime system functional capability, as well as providing an "environment"
for developing a diagnostic capability concurrently with the prime weapon system
development process. The architecturel tools not only provide a capability to synthesize a
functional capability, but also assist the designer In understanding systems methods of
doing design work (I.e., operatlon).These tools generate documentation data bases,
which are either explicitly or Implicitly usable in the testing, technical Information and/or
personnel training disciplines.

The second element pertains to automated or manual tools whion "capture"
expert knowledge bases In diagnostic-related matrices for use by the designer. These
knowledge bases may range from highly sophisticated and automated expert system
software to unautomated, rudimentary checklists.

The final element pertains to tools and/or techniques which enable the designer
to "author" (iLe., generate) diagnostic software routines and procedures utilizing prime
system design data bases or heuristic Information sources. These diagnostic authoring
tools typically take the form of either expert system "knowledge bridges," which facilitate
the extraction and/or generation of diagnostic-related procedures; or automatic test
generators/fault simulators, which generate digital test vectors to fault detect/fault isolate
an explicitly defined fault universe (i.e., stuck "1/stuck "0"). In addition, time-tested
analog and mixed mode simulators may be utilized not only as functional design tools, but
also as diagnostic authoring tools In deriving and analyzing diagnostic test tolerances
utilizing worst case or Monte Carlo analysis techniques.
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DESIGN PROCESS

CHECKLIST

I•' Has a concerted effort been made to assure vertical
and horizontal Integration and compatlbllity of
all elements which comprise the diagnostic capability?
Has this been documented for review?

,1' Have steps been taken to utilize automation of the
diagnostic design process to enhance design efficiency
anf dto improve the effectiveness of the fielded
diagnostic capablilty? Have available design tools
been utilized?
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WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPLD

ACQ. PHASE

WEAPON
SYSTEM SYSTEM SYS. PREL. DETAIL
ACTIVITY ANALYSES SPEC. DESIGN DESIGN

DIAGNOSTIC
ACTIVITIES DIAGNOSTIC DESIGN

DIAGNOSTIC ACTIVITY

Design of the diagnostic capability and the elements that make up this
capability are Initiated early In weapon system development. It begins soon after Initial
analyses and allocation are completed and extends at least until Full-Scale Development
has been completed. Design criteria and guidance need to be available for use as the
diagnostic capability design progresses. Obviously, the bulk of this design guidance Is
utilized by the designer of the prime system and Its support capability. He needs to be
totally familiar with guidance that Is available and be able to apply it appropriately.

PR-OCEDURI8

Design criteria and guidance relating to the diagnostic capability and Individual
diagnostic elements are available from a number of sources, Including standards,
handbooks, and guides. Most often, this guidance Is not a contractual requirement,
except when a specific military standard is Invoked. However, for the most part, the
contractor should utilize this guidance material as he sees fit, as long as diagnostic
requirements are met and Interfaces are controlled. In addition, examples which depict
the Integration of the various diagnostic elements will be of value to both the manager and
the designer.

Guidance to the designer consists of material contained In this section and
Identification of additional guidance where published material Is not readily available.
Tools to assist In the design process are described In Appendix C, 3.0.
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GUIDANCE

The following are references to existing design criteria and guidance.

General Guidance

I. MIL-STD-454, Standard General Requirements for Electronic Equipment

This standard covers the common requirements to be used in military
specifications for electronic equipment. Reliability, maintainability, and
human engineering requirements are included In this standard. However,
for these types of engineering disciplines, the guidance stresses that this
standard does not establish requirements and must not be referenced In
contractual documents. These three requirement examples offer direction
on what should be considered In preparing contractual documents.

2. MIL.STD-415, Design Criteria for Test Provisions for Electronic Systems and
Associated Equipment

This standard establishes design criteria for test provisions that permit the
functional and static parameters of electronic systems and associated
equipment to be monitored, evaluated, or Isolated. The standard, In its
present form, (Revision D) addresses older technologies and thus, If
referenced In contractual documents, must be tailored to address only
certain provisions in this standard.

3. The RADC Reliability Engineers Tool Kit

The Tool Kit Is Intended for use by a practicing reliability and maintainability
(R&M) engineer. Emphasis Is placed on his role In the various R&M
activities of an electronic systems development program. The Tool Kit Is a
compendium of useful R&M reference Information to be used In everyday
practice.

4. Study of the Causes of Unnecessary Removals of Avionics Equipment
(RADC-TR-83-2)

This study cites and verifies the causes of unnecessary removals of suspect
Items from avionics equipment and contains Information on minimizing this
problem.
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System Architecture

Appendix E contains a compendium of testability and diagnostic design
techniques, which provides designers various approaches and techniques for achieving
Improved testing of weapon systems. There are a number of other guides, which address
the architecture of the system design, that promote Improvements In the system's
diagnostic capability. Included are:

I. Architecture Specification for PAVE PILLAR Avionics, January 1987,
SPA90099001A

This specification addresses the advanced avionics architecture which Is
specifically targeted for advanced tactical fighters and, In general, for all
military aircraft applications. This architecture promotes a much-improved
approach, which will foster an Improved diagnostic capability. An example
of this approach Is contained later In this section.

2. Reliability, Testability Design Considerations for Fault Tolerant Systems
(RADC.TR-84-57)

Furnished reliability and testability evaluation and application guidance for
fault-tolerant designs.

For fault tolerant systems, It Is Important that the design's Inherent testability
provisions Include the ability to detect, Identify, recover, and If necessary, reconfigure and
report equipment malfunctions to operational personnel. In addition, because fault
tolerant systems often aro characterized by complex non-serial reliability block diagrams,
a multitude of back-ups with non-zero switch over times, and Imperfect fault detection,
Isolation, and recovery, it Is Imperative that the technical manager assure that effective
testability provisions are Incorporated In the system design concept, If not, the design
when fielded will exhibit long troubleshooting times, high false alarm rates, and low levels
of system readiness.

Fault tolerance and recovery strategies will have a significant Impact on the
degree to which testability Is designed Into the system. For example, when Incorporating
testability/diagnostic capability Into the design, the penalties Imposed by a fault tolerant
system design which employs active redundancy and voting logic may be less than those
Imposed by a design employing standby redundancy. With active redundancy, the prime
system hardware and software are more readily adaptable to perform multiple functions
(including those required for testability). In active redundancy systems with voting logic,
the performance/status monitoring function assures the operator that the equipment Is
working properly. This approach also simplifies the Isolation of faults since the failure is
easily Isolated to the locked out branch, by the voting logic. In systems employing
standby redundancy, test capability and diagnostic functions must often be designed Into
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each redundant or substitute functional path (both on-line and off-line) in order to
determine their status.

Although the addition of redundancy Is usually effective In Improving system
rellabillty, the technical manager Is cautioned that the reliability Improvement may be
highly dependent on achievable FD/FI levels. In some cases, it Is possible for Imperfect
FD/FI to actually cause system reliability to degrade as more redundant equipment Is
added. In general, the effect that varying levels of FD/FI have on system reliability can
be evaluated by parametric analyses. The range of FD/FI values used In the analyses
should be based on past experience with similar hardware/software systems and adjusted
by evolutionary trends and expectations for state-of-the-art devices and designs.

Test Methodology for Fault Tolerant Systems - The following discusses a
number of desirable design considerations for fault tolerant system testability.

o Comparison Method - An effective method for testing similar systems with
similar Inputs and outputs is to compare outputs and flag any gross
disagreements. A means to determine which branch Is faulted and an error
log entry should be mandatory.

o Redundancy Verification Each redundant path should be tested Individually
to prevent the mashing of faults In redundant Items.

o Flexing of Spares - Periodically activate the built-in-test of the hot spares,
log any errors found, and report status before these items are needed for
system operation. This will prevent a faulty unit from being switched In when
the system reconfigures.

o Voting Scheme Technique - A typical example of a voting scheme technique
Is to compare output values from three different sources. Confidence Is
placed In that value where at least two of the three sources agree. Errors
found should be logged, and the source of the erroneous value should be
recorded and corrected at an appropriate maintenance Interval. Since
diagnostic procedures are generally designed to locate a single fault,
potential exists for the occurrence of multiple faults (e.g., a stuck-at-1 In
multiple locations) than can go undetected. It may be necessary to add
logic or test circuitry to ensure that each state, and each state transition,
occurs correctly.

o Error Correction - Detection of degraded performance In states preceding an
error correcting function Is difficult since the error correcting function makes
Its preceding degraded state appear healthy. The error correcting functions
should keep count of the number of times a correcting function had to be
made and a record made In an error log. When a predetermined threshold
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count is exceeded, a test signal may be Injected to determine If the Input
stage Is unacceptably degraded.

o Multiple Redundancy - In redundant systems, which are allowed to degraoe
gracefully through failures of redundant elements, a test should be
established to verify that minimum acceptable system performance and
redundancy levels are available at the start of a mission.

o Caution Indications - Fault tolerance can be applied to a variety of system
types (i.e., electrical, mechanical, hydraulic, environmental, etc.).
Regardless of the system type, It Is customary to Include a cautionary
Indication whenever a back-up system Is called Into service, especially for
safety critical functions.

Fault Detection Latency Times - One of the most rigid demands Imposed upon the
testability design of fault tolerant systems is the quick response time necessary to
reconfigure. Hence, the testability design process must take Into account both spatial and
temporal considerations for fault detection, The failure detection approach selection must
be based upon the requirement for maximum acceptable failure latency. Continuous
failure detection techniques should be used to monitor those functions that are mission
critical and/or affect safety and where protection must be provided against the
propagation of errors through the system. Periodic testing may be used for monitoring
those functions which provide backup/standby capabilities or are not mission critical,
Operator Initiated testing Is typically used for monitoring those functions which require
operator Interaction, sensor simulation, etc., or which are not easy, safe, or cost-effective
to Initiate automatically. The maximum permitted latency for failure detection determines
the frequency at which diagnostic procedures should be run and must take Into account
function criticality, failure rate, possible wear out factors, and the overall maintenance
concept.

Testability

There are a number of guidance documents which address testability Issues.
Some of these are listed below. These deal with the design techniques of controllability,
observabilty, and partitioning. Controllability Is a design attribute which describes the
extent to which signals of Interest may be controlled by the test process, It relates to
difficulty of tpst generation, length of test sequence, and diagnostic resolution.
Observability Is another design attribute which describes the extent to which signals of
interest may be observed by the test process. The emphasis is upon selection of the
most appropriate test points. Partitioning seals with both the physical hardware and the
functional partitioning of the circuitry, Test times and test generation costs escalate
rapidly as partitioning size Increases.

1. RADC Testability Notebook, Final Technical Report, June 1982
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This notebook presents a consolidation of information relating to testability
design techniques, procedures, cost trade-off tools, and the relationship of
testability to other design disciplines and requirements. Specific examples
of good testability design are contained in this document.

2. MIL-STD-21 65, Testability Program for Electronic Systems and Equipments

Appendix B of MIL-STD-2165 cites a series of factors which affect the
Inherent testability of a weapon system. This information can be used either
as design guidance or, If weighted and scored, can actually provide a Figure
o! Merit for a specific system/unit,

3. Testability Analysis Handbook (Draft)

At the time of printing the Contractor Program Managers Guide, the
Testability Analysis Handbook was in draft form, Publishing Is scheduled
during FY89. The Preparing Activity Is the Naval Sea Systems Command,
CEL-DST. This handbook provides a systematic methodology for
implementing testability analysis and design requirements, which are
prescribed In MIL-STD-2165, Tasks 201, 202, and 203.

4. Predictions of Organizational Level Testability Attributes (RADC-TR-87-56)

This report documents a methodology for predicting fraction of faults
detected, fraction of faults Isolated, and fraction of false alarms utilizing field
measured data.

Sullt4n Test

1. Built-In Test Design Guide--Joint AMC/CNO/AFLC/AFSC Commanders,
April 1987

This Joint Service BIT Design Guide provides detailed guidelines on the
implementation of BIT, Including BIT design techniques at all levels within
the weapon system.

2. Smart BIT (RADC-TR-85-148)

Application of Artificial Intelligence techniques In the design of BIT, to
minimize false alarms, retest eKs and non-required maintenance.

3. Sensor Handbook for Test, Monitoring, Diagnostic, ard Control System
Applications to Military Vehicles and Machinery, National Bureau of
Standards
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This handbook Is Intended as a guide for those who design, specify, use,
and test weapon systems containing monitoring sensors, The liandbook
addresses measures and principles of measurement, data acquisition,
sensor calibration and testing, environmental considerations, stability,
durability, reliability, and error assessment for various types of sensors.

4. Analysis of Built-in Test (BIT) False Alarm Conditions (RADO-TR-81-220)

This study analyzes the root causes of the false alarm problem and provides
design guidelines for avoiding BIT false alarms,

5. Design Guldellnas and Optimization Procedures for Teat Subsystem Design
(RADC-TR-80-1 11)

This study provides guidelines and procedures to optimize the design of
built-in test.

6. BIT Verification Techniques (RADC-TR-86-241)

This report covers practical verification techniques for formal and field
demonstration of BIT effectiveness.

The problem of Built-In-Test False Alarms and Cannot Duplicates have plagued
design for many years. These problems must receive the full attention of system
designers. Future generations of BIT must Include more emphasis on 0nter1rletaign of
detected system anomalies and better accounting for real world system operating
conditions such as fielded system performance, environmental and operational factors.

In order for the BIT to reach, and remain at, its full potential In the field, It must
be designed with sufficient flexibility, Including the ability to easily adjust test limits and to
change BIT software without affecting tactical software.

According to the above referenced document "Analysis of Built-in-Test (BIT)
False Alarm Conditions", a common cause of false alarms are sudden environmental
stresses such as momentary high temperatures, or a high "0" turn. The Rome Air
Development Center, at the time of this printing, Is developing a Time Stress
Measurement Device (TSMD) chip which will monitor and categorize (In compacted form)
data relative to the temperature, axial vibration and shock, and power quality that the
equipment sees over time. A larger module has already been developed and flight tested
which can monitor such characteristics. In the future, BIT Indications can be correlated
with TSMD data to help eliminate the occurrence of false alarms and CNDs. The
Integration of BIT Indications, TSMD data, and smart (artificial Intelligence) processing
may also potentially yield even greater accuracy for onboard diagnostics,
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Automatic Test Equipment (ATE)

1. Modular Automatic Test Equipment (MATE) Handbook

Although Air Force-oriented, this handbook describe procedures and
techniques for acquiring automatic test equipment.

2. MIL-STD-2077, General Requirements, Test Program Sets

This standard covers the acquisition of test program sets for use with ATE.
Design criteria Is Included, which addresses many detail requirements for
TPSs.

Human Engineering

1. MIL-STD-1472, Human Engineering Design Criteria for Military Systems,
Equipment, and Facilities

This standard covers general human engineering design criteria which can
be applied to any weapon system.

Technical Information

There are a variety of standards which address the preparation of technical
publications. Most of these documents are directed at a specific military service. All
address the delivery of paper-type documentation. There Is no firm guidance relating to
other, perhaps more, Innovative means for generating and delivering technical
Information. In the past, many teclnical publications have been cited to have
deficiencies. These deficiencies can best be described In the DoD Audit Report No. 87-
115, April 3, 1987, "Summary Report on the Defense-Wide Audit on Acquisition of
Technical Manuals and Related Data From Contractors."

Means should be sought for generating and delivering this technical Information
In a less costly manner, without compromising Its quality. There are a number of tools
available, or under development, which can assist the designer of this technical
Information In authoring the text, when electronic delivery of technical Information Is
contemplated. Some guidelines and standards for automatic generation of technical
Information and Its delivery electronically can be obtained from the Human Resources
Laboratory at Wright-Patterson Air Force Base. This guidance information has been
developed under the Integrated Maintenance Information System (IMIS) Program.

Innovative Ideas for displaying this technical Information are encouraged, as
stipulated In Task 303, MIL-STD-1388-1. Care should be taken to provide for quick
access to the required data. For electronic delivery of this data, formats may vary
substantially from paper-based technical manuals. Previously specified access times and
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Information modification times should Influence the type of generation and delivery
methods, DoD-Instruction 4151.9 requires the services to plan and schedule the
acquisition of technical manuals (technical Information) to ensure their availability in final
form before, or concurrently with, delivery of the system to the field. During design, final
plans should be developed, along with the support equipment which is furnished.

Maintenance Aide

There is a need to present technical Information and troubleshooting advice to
the technician on location and readily available for his use. The maintenance aid,
sometimes called a job performance aid, presents Information generated by experts to
assist the less-experdnced technician.

The maintenance aid Is a device, publication, or guide used on the Job to
facilitate performance of maintenance. It delivers:

o Historical Information on what fault was found when similar symptoms were

experienced

o Troubleshooting logic to assist In finding the fault

o Procedural information which assists the technician in finding and correcting
a failure.

Normally, a maintenance aid Is used in conjunction with a testing capability.
Maintenance aide could be paper-based or employ electronic delivery systems.

Electronic delivery of this type of Information opens the door to solving some of
the problems associated with paper maintenance aids, Two attributes of electronic
delivery systems are:

o Information can be available to the technician In a matter of seconds by
carefully constructed menus, In lieu of the technician having to page
through a paper document.

o The collection of historical data and the subsequent modification to the
software programs which deliver this technical Information can be updated
In a matter of seconds, Instead of a matter of months.

This latter attribute lends Itself to the Introduction of expert systems, which often
employ artificial Intelligence technology. The expert system has the capability of
combining various pieces of Information to lead the technician to a logical decision on
what Is faulty and how it can be repaired.
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Another Important aspect of the maintenance aid Is Its ability to train technicians
on the Job. Training programs must be closely associated with the design and
development of a maintenance aid.

Over the past 20 years, many maintenance aids have been designed,
developed, and tested. These tests, for the most part, have proven successful. However,
the transition of these maintenance aids Into the field has not been accomplished to any
great extent, One of the reasons Is that specifications, standards, and guidance
Information on how to Invoke this requirement are lacking.

A few Important facts should be remembered when applying maintenance aids
and expert systems.

o The design of the maintenance aids must be done with the user In mind.
Once a working model of the equipment Is available, there should be a
dynamic Interchange of Information between the maintenance technician
and the design engineer to ensure an effective and efficient man-machine
Interface Is attained. '

o User acceptance and adoption of maintenance aids will be facilitated In
cases where potential users are given a trial period In which to become
familiar with these devices prior to their formal Implementation.

o A system must be devised to assure timely updating of information to
correct errors and to add newly acquired Information. Without such a
system, the maintenance aid will quite rapidly become obsolete.

Manpower and Training

After personnel and training requirements/allocations have been made, the
training curriculum needs to be established concurrently with the system detail design.
This Includes the formal schooling curriculum, as well as on-the-Job training. One of the
alternatives available, If electronic delivery of technical Information Is employed, Is
combining training aids with the delivered technical Information. These two types of
Information (siding and training) are somewhat similar In nature and, at times,
Indistinguishable. The training curriculum should be aimed at the user(s) and accessed In
a manner which can be utilized by a variety of users.

These training devices can be freestanding or embedded in the prime system.
They can serve as just malr,tenance training devices or they can be Incorporated with
operational training. Separate and distinct training devices (maintenance trainers) may be
required to be developed for the formal schooling,
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PROGNOSTICS

Although rarely considered In electronic system design, prognostics (Incipient
failure detection) techniques may have a significant Impact In Improving the operational
readiness and mission success rate of future systems, Having the ability to test an
equipment to see If any of Its' critical components are soon to fall could radically change
the repair philosophy for a system, An RADC study entitled "Marginal Checking"
Indicated that often prognostics techniques must be developed on an Item by Item basis.
This being the case, It makes sense to concentrate first on developing techniques for
detecting Incipient failure of high failure rate critical components. The "Marginal
Checking" study has Identified potential prognoetlos techniques which are appropriate to
cables, power supply bridge rectifiers and CMOS circuitry.
Integration of Diagnostic Elements

There are a variety of ways In which diagnostic elements can be Integrated to
produce a more effective and efficient diagnostic capability, Expert system technology
can be Incorporated In either ATE or BIT to supplement the basic testing capability, Fault.
tolerant design and testability design can be Introduced Into prime system architecture to
promote ease of testing, along with graceful degradation. Maintenance aiding and
maintenance training can be combined to provide on-the-Job maintenance and training
Information, utilizing a single portable device or embedded Into the prime system. Two
examples of this type of Integration follow.

ADVANCED AVIONICS ARCHITECTURE EXAMPLE AS EMIODIED IN THE PAVE

PILLAR

Advanced Modular Avionics Diagnostlo Requirements

Mission availability and probability of mission success expectations for
advanced modular avionic architectures such as PAVE PILLAR are totally dependent
upon the embedded diagnostic capability that Is Implemented as an integral part of the
design. The Implication of this statement represents a significant departure from the
traditional relationship that has existed between the circuit design and BIT/testability
disciplines. An overview of the PAVE PILLAR modular avionics architecture with its
Integral diagnostic features Is provided in the paragraphs that follow to facilitate an
understanding of the new relationship that must be developed.
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PAVE PILLAR Overview:

PAVE PILLAR Is a highly modular flexible avionic system architecture which
employs a common module set to exploit the commonality In air-to-air and air-to-ground
missions. The major functional partitions of the avionics suite are: Digital Signal
Processing, Mission Processing, Vehicle Management Processing, and Avionics System
Control. Figure 7 depicts the enclosing boundaries (i.e., Digital Signal Processing,
Mission Processing, and Vehicle Management Processing) for resource sharing, sparing,
and substitutions. The unique characteristics of the functions within each of these
boundaries preclude the utilization of resources across boundaries for the purpose of
recovery or recond•ur; tion. As a consequence of this partitioning, the diagnostic process
takes place within H%8 # boundaries and the associated results are communicated across
the boundaries to provide the pilot with the required system status. The system
architecture which supports the diagnostic process Is described In the paragraphs below.

Diagnostic Strategy:

The PAVE PILLAR advanced system architecture employs a hierarchical
approach that spans system elements from the Individual chips to the entire system,
Essential fMatures of this hierarchical diagnostic architecture are shown In Figure 8, The
Incorporation of a test control function at each level of tault detection (ie,, chip, LRM,
subsystem, and system) can facilitate both fault screening and test augmentation
functions, The Inherent flexibility provided by this architecture provides the system
designer the ability to meet weapon system specific diagnostic requirements with a suite
of standard modules.

It Is essential that both the system and detail designer recognize the Importance
of Implementing such a hierarchical diagnostic structure. A suite of standard line
replaceable module (LRMs) will have Individual fault detection, fault Isolation and false
alarm rate specifications that are not necessarily adequate to meet the system-level
requirements Imposed without fault screening and test augmentation. Advanced BIT
concepts, which have been Introduced through the "Smart BIT" project, are both
compatible and dependent upon the availability of a hierarchical diagnostic architecture,
A representative diagnostic Implementation Is provided in Figure 9.

LRM Bus Structure:

The bus structure associated with the diagnostic system Implementation, shown
In Figure 9, Is dependent upon local maintenance and data buses, as well as system level
multiplex data communications, At the chip and module level, the primary diagnostic
control Is provided over the VHSIC Phase 2 defined TM - Bus.
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Communication of diagnostic Information between subsystems within the major
PAVE PILLAR partitions (i.e., Signal Processing, Mission Processing, and Vehicle
Management Processing) takes place over the respective partition Multiplex Bus. This
configuration permits the use of a separate diagnostic/maintenance processor, or the
Incorporation of these functions within the mission processing function. This diagnostic
system implementation Is also compatible with the requirements for the System Status
function, as currently defined under the Pilots Associate Program. (The Pilots Associate
Program Is sponsored by the Defense Advanced Research Projects Agency under
Program Element Number 62301E. The performing activity Is the Wright R&D Center
(WRDC).

Diagnostic Applications, Summary and Conclusions:

The diagnostic architecture described above Incorporates all the necessary
functions to support the following operational and dlagnostic/testability objectives:

Fault Detection
Fault Screening
Fault Isolation (Controllability, Observability)
Fault Recovery (Redundancy, Reconfiguration, or

Graceful Degradation)
System Status Indication
Maintenance Data Recording
Repair Verification
Off-Board Maintenance Interface (IMIS)

In additional to the complete range of functions Identified, the hierarchical
diagnostic architecture offers sufficient flexibility for the system designer to achieve the
weapon system supportability required. The layered access to the diagnostic capability
within the system Is essential for the application of artificial Intelligence based BIT
techniques being developed under programs such as: Smart BIT, Flight Control
Maintenance Diagnostic System, Pilots Associate, etc. (These latter two programs are
being performed by the Wright R&D Center (WRDC), WPAFB, Ohio.)

B-13 EXAMPLE OF DIAGNOSTIC INTEGRATION

The B-lB Bomber provides an example of many different facets of
diagnostics deliberately combined to provide a total Integrated diagnostics
capability. The diagnostic elements Include conventional and artificial Intelligence
diagnostic techniques, real-time In-flight performance monitoring and ground
readiness testing, system performance monitoring for aircrew Information and LRU
fault Isolation for maintenance personnel, detailed embedded data acquisition
equipment and ground processing, standard inspection and other scheduled
maintenance tasks (primarily In mechanical areas), and status information
developed by the defensive and offensive avionics.
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As shown in Figure 10, the core of the B-1B diagnostics Is an on-board
Central Integrated Test System (CITS). The general philosophy of CITS Is to
monitor and record activity on the aircraft equipment buses as well as performance
status Information generated by the defensive and offensive avionics system.
Signal levels aro compared to standards by the CITS computer. In the event of a
failure, a CITS Maintenance Code (CMC) Is generated Identifying the faulty LRU.
Both the CMC and measured signal levels are recorded for later analysis by a
ground processor located In the Intermediate shop.

Embedded equipment which makes up CITS Include four data acquisition
units, a CITS computer, an airborne printer, a CITS control and display panel, and
the CITS maintenance recorder.

Associated ground equipment Is the CITS Ground Processor, It Is used
for retrieving and Interpreting the data recorded during each flight, The artificial
Intelligence portion of the diagnostics (CITS Expert Parameter System or CEPS) Is
also resident In a separate ground computer. The CITS Ground Processor Is used
to evaluate the maintenance codes recorded In flight and Issue work orders directing
the removal of the faulty LRU. CEPS is used when the CMC does not Isolate the
fault to single LRU. CEPS utilizes past history, expert diagnostic approaches, and
monitored environmental data at the time of the failure to further break the CITS
ambiguity groups for Isolation to the single failed LRU.

Technical Orders (TO.) and crew training still play an Important part in the
overall diagnostics. Ground readiness tests are manually Initiated following an LRU
replacement. These tests are to assure proper system operation. They are
performed per Instructions In the TO. using the applicable tests of CITS. In addition
there are limited physical Inspections directed by the TOs covering the traditional but
still effective monitoring of wear and fluid contamination.

The design process of integrating all of the above centered around three
established disciplines. They are 1) a structured systems engineering approach, 2)
a Failure Mode, Effects, and Criticality Analysis (FMECA), and 3) Logistic Support
Analysis and Support Equipment Recommendation Data development.

CITS design manuals governed the systems engineering process. These
manuals were created following MIL-Standard software development specifications
and associated reviews. A basic document called CITS Autoflow was created for
each system/subsystem which delineated the tests to be made for fault detection
and Isolation. The Autoflow Identifies which Inputs and outputs from each box are to
be checked to assure that the problem Is within the box and not caused externally.
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A detailed Failure Modes, Effects and Criticality Analysis (FMECA)
provided the Initial basis for selecting CITS test.. This was augmented by a
structured LSA which Identified all diagnostic tasks required to be accomplished.
Part I Support Equipment Recommendation Data (SERD) was created documenting
the need for all applicable support equipment. CITS personnel then evaluated each
SERD and where pqssible made sure that the requirement was met by CITS.
Where applicable, other visual Inspections, etc., were also considered. All SERD
requirements were eventually satisfied without the use of a significant amount of
ground support equipment.
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DIAGNOSTIC CAPABILITY

CHECKLIST

E]' Are available design criteria rules, and other available
guidance documentation being used?

I' 1I the integration of the various diagnostic elements
being accomplished to provide a more effective and
efficient diagnostic capability?

E] Is design-for-test an Integral part of the
system design process?

I' Has the designer chosen the testability/diapnostic
design techniques appropriate for the level (or levels)
of test?

S'Have the general design considerations and the standard
testabil1t approaches been thoroughly evaluated and
trade owls performed?

E' Have appropriate fault isolation techniques been
incorporated into the overall approach?

•' Has the Impact of the physical packaging of the system
been thoroughly evaluated?

g•' Has a test and maintenance bus been considered for
integration Into the system?
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ASSESSMIENT REQUIREMENT #4

ANALYSIS AND ASSESSMENT OF THE PERFORMANCE OF THE DIAGNOSTIC
CAPABILITY CAPABIITY ITESTABILITY/

OVERVIEW DIAGNOSTICS

Throughout the design of the weapon system's
diagnostic capability, It Is essential to analyze,
assess and demonstrate ItS performance. Such
assessments are an Integral part of logistics, PROGRAMmATiC
reliability, maintainability, testability, human
engineering, software and safety programs. The_ REQUIREMENT
ability to properly conduct these analyses, - REOUIR,.ENTS
assessments, and demonstrations Is hampered by
the lack of available techniques and tools to help,
and the incompatibility of the available tools and
techniques to function together, Thus both the
program manager and the designer must have
sufficient knowledge to understand the processes ASSESSMENT
utilized and Integrate these processes and tools to
do the best possible Job.

EVALUATION

1i=

IMP.R.ANT CONSIDERATION§ TO BE ADDRESSED

4.1 Analysis and assessment of the diagnostic capability should be
performed for the entire diagnostic capability, as well me for each
diagnostic element.

4.2 Maintainability demonstrations should be designed to verify that

alagnostlo requirements have been met.
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I II II I-

WEAPON OPER. CONCEPT DEM/ 1SD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPLACQ. PHASE

AZ A A•
WEAPON
SYSTEM SYSTEM PREL. DETAL

ACTIVITIES SPEC. DESIGN DESIGN

DIA~GNOSTIC ALALA
ACTIVITIES IN-PROCESS ASSESSMENTS

DIAGNOSTIC AGCTIVITY

During Dem/Val and FSD, It Is Important to assess whether the
testability/diagnostic requirements are being achieved. This activity encompasses all
preliminary and full-scale engineering activities pertaining to both the embedded and
external diagnostic capabillty,

-ROCEIDUR

In-process testability/diagnostic analyses can be conducted at most any time
within Dem/Val and FSD. These In-process analyses are typically reviewed by the
government at Preliminary Design Reviews and Critical Design Reviews. These analyses
are, for the most part, Implemented per MIL-STD-2165 (Task 202, Preliminary Design,
and Task 203, Detail Design). Normally, these analyses will be the responsibility of the
design or test engineer.
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Basically, there are two types of In-process analyses. The first deals with the
Inherent testability of the hardware design and Is independent of test stimuli and response
data. The second type deals with the effectiveness of the diagnostic capability which
deals with measures that Include consideration of hardware design, embedded
diagnostics, and external diagnostics. Diagnostic effectiveness measures Include, but are
not limited to, fault coverage, fault resolution, fault detection time, fault Isolation time, and
false alarm rate.

There are a number of techniques and tools available, both automatic and
manual, which can be used to assist In these analyses. A thorough description of
available techniques is contained In the Testability Analysis Handbook, which Is
referenced under Requirement #3.2. A description of available tools to assist in these
analyses Is contained In App~endix C.

INHERENT TESTABIUTY

The first analysis deals with Inherent testability, Inherent testability assessment
Is an evaluation of how well a design supports the testing process, whether built-in test or
off-line test. The evaluation Is preformed on the preliminary design and is performed
before any test design Is performed. It Is, therefore, based solely upon the hardware
design features, such as physical and electrical partitioning, controllability, observabilIty,
and test point placement, etc. The key to performing an inherent testability assessment Is
the Identification of features which support or Inhibit the diagnostic process early, at a
point in time when the design can be changed relatively easily. The concept and the
implementation of an inherent testability assessment can have great Impact on overall
system supportability.

In general, three generic groups of Inherent testability predictive techniques are
available, each with Its unique advantages and disadvantages. Checklists are low cost,
manual, and somewhat simplistic. L utilize the actual circuit topology but
often regard everything as a block, with inputs and outputs. The more detailed
algorithmic Mm2Icb!L such as Sandia Controllabllity/Observablllty Analysis Program
(SCOAP), require libraries of the devices that most nearly simulate actual circuit devices.

Checklist approaches to Inherent testability assessment have some very good
characteristics. Checklists are manual approaches to testability assessment, yet are
easily automated Into an Interactive format for the designer to Input design features to
allow testability grading. However, significant engineering analysis Is still required. Two
checklists of that type are the RADC PCB Testability Design Rating System and the MIL-
STD-2165 Appendix B Checklist. The original RADC PCB rating system was limited to
lower density digital board applications, whereas MIL.STD-2165 Appendix B covers
analog, digital,a d hybrid applications from module to system level. An updated RADC
PCB rating system now under development will be expanded to cover all modem digital,
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analog and hybrid P0Bs. The RADC rating system has fixed items of weighting, whereas
MIL-STD.21 66 Appendix B allows subjective treating of Items and Weighting values. Both
checklists can be utilized early In design.

Logic models have considerable success and validity other than In support of
the testability discipline, Including logistics, fault Isolation, Integrated diagnostics, and
maintainability. The logic model algorithms are of varying sophistication and validity,
although the methodology for defining dependencies are similar,

Logic models systems for testability are applicable to analog, digital, and hybrid
applications. They can be modeled at the component, board, or module subsystem and
system level, One limitation of this broad approach is that every item Is Identified as a box
with Inputs and outputs. Thus, box complexity might range from and OR gate to a
complete microprocessor. The same variations applies to the lines between boxes,
Critical signals, such as a clock or a tri-state bus are not more Important than any other
line, Two of the more well-known models are Logic Modeling (LOGMOD) and System
Testability And Maintenance Program (STAMP). Both are mature In nature, but each Is
tied to a specific vendor at the present time,

Algorithmic approaches are perhaps the moat sophisticated approach. SCOAP
seems to usually perform well, but has had some library limitations In the Important area
of CMOS primitives. Some CAE workstation vendors are Including modified versions of
SCOAP for up-front testability analyses. Daisy workstations Include the Daisy Teotablilty
Analyzer (DTA) package, and GE/CALMA workstations Include the Controllability-
Observablilty-Predictablilty-Testability Report (COPTR) package. Both have Improved on
the basic SCOAP, via top-down modeling and large device model libraries of the more
common IC types. GenRad also has a package called HITAP, which Is based on the
Computer-Aided Measure for Logistic Testability (CAMELOT) algorithm.

Another major Issue surrounding inherent testability assessment Is that many of
the automated tools which exist are proprietary. This proprietary nature of the tools
creates Implementation problems from both a cost and a contractual point of view. Often,
the best approach is to utilize a nonproprietary automated tool for Inherent testability
assessment.

Prior to the FSD phase, the design or test engineer should develop a total
strategy for conducting Inherent testability assessment on all systems, subsystems, etc,
Based upon the availability and applicability of current inherent testability assessment
approaches, It Is anticipated that combination of tools and techniques will be required to
form a totally comprehensive measurement capability In areas where an automated
capability Is not available, use the baseline of existing models to make modifications to
provide the total capability required.
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An evaluation criteria for Inherent testability assessment tools and techniques

should be developed based upon specific system and subsystem specific needs, The
following list of evaluation criteria Is recommended:

o Automation; degree of automation

o Proprietary nature

o User friendliness

o Automated link to design data base

o Acceptablity of output to the government

o Cost of use

o Availability (currently available or under development)

o Quality

o Sensitivity to key testability features

o Feedback provided (does It recommend design fixes?)

o Comprehensiveness (digital, analog, RF, VHSIC, mechanical, etc.)

o General techniques; principles used

o Link to test 1e9ctvoness prediction technique

o Outputorom

o Scoring methodology

o Applicability to chip, board, subsystem

TEST lPFPCTIVENESS

The second type of analysis deals with test effectiveness. Traditional
approaches to determining test effectiveness call for the generation of test sequences at
the completion of the design phase and a measure or measures made of their
effectiveness. The analysis need not wait on the completion of BIT and/or off-line TPS
software, Modeling Is encouraged, since this approach can analyze test effectiveness on
a large number of postulated faults prior to incorporating the test stimulus In either an
embedded or off-line program. The results of the analysis can feed forward, so as to
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Influence BIT or TPS software design, and feed backward to Influence possible redeslgn
of the primary system to Improve Its testability. Test effectiveness measures have
traditionally Included:

o Fault coverage

a Fault resolution

o Fault detection time

o Fault Isolation time

Computer programs are used to Input (via software) a large number of faults
into the software model of the hardware item (UUT). The response of the simulated Item
to the test sequence Is then evaluated, given the presence of the simulated faults. Fault
detection, resolution, @tc., are automatically ascertained, Most modern Automatic Test
Program Generation (ATPG) and simulation systems have very efficient fault simulation
capabilities. The HITS system, for example, runs a concurrent fault simulation to greatly
speed the process. The usefulness of this approach In measuring test effectiveness
depends on the adequacy of the models (hardware Item model and fault model) to
accurately reflect the reae!world situation, Modeling must be achieved at a level of detail
that allows all known and statistically significant failure modes to be Included.

Although commonly accepted, the application of these measures Is In various
stages of maturity, based upon the equipment composition (ie,., digital, analog, radio
frequency and/or mechanical). At this time, the application experience has been
koncentrated In the area of digital Implementations. However, even In this area,
significant additional effort will be required In order to relate these measures to operational
performance. The degree of application of test effectiveness measurement techniques to
the remainder of the listed equipment types has been quite limited to date, IDSS, the
Navy's Integrated diagnostics program, has recognized this need and has an active
diagnostic tool development program underway. One of these tools, the Weapon System
Testability Analyzer, Is structured to address test effectiveness measurement, as well as
Inherent testability assessment.

Effective and realistic fault modeling Is a key element In the development of the
simulation capability needed to support the development of either an ATPG or an
automated test effectiveness measurement tool. However, it Is anticipated that no single
fault model and/or simulator will be applicable to the broad range of equipments to be
employed within a complex system; therefore, a combination of models will be required to
meet the requirement for automated determination of fault detection and Isolation levels.

For False Alarm estimation, a procedure which is documented In a report
(RADC-TR-87-55) entitled 'Predictors of Organizational - Level Testability Attributes'
developed prediction equations for various testability related parameters, Rather than try
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to develop an equation to predict False Alarm Rate (FAR) directly, an approach was taken
to predict the CND rate since this parameter should closely track FAR. The following
details a prediction method for CNID rate. Note that this Is a model based on empirical
data from avionics equipment of the mid- I 980'a era and, as Is the case with all models,
came must be taken In using the model for new technology or applications.

The equation for CNID rate follows:

OND RATE a-0.0028 + O.375'FLRRATE
+2.6 E45TRANSIENT + 5.9E-1 1 *TC7

The variable FIRRATE accounts for the LRU Failure Rate.

The variable TRANSIENT attempts to characterize the tendency of an LRU to
exhibit Intermittent failuree resulting from marginal or degrading components.

The variable T07 numerically characterizes the likelihood of a aneak circuit
existing In an LRU.

TRANSIENT *(1C's + 21RESISTORS . 41 *RELAYS + 2*CAFIACITORS
- 9TRASISTORS)/# of SRU's

TC7 * INTERCONNEC1S(IC's. - OORELAYS
- B6O*SWITCHES + 3SOTRANSISTORS)

Where;

RELAYS a Total 0 of Relays In LRU.

CAPACITORS so Total 0 of Capacitors In LRU.

RESISTORS - Total 0 of Resistors, both fixed and variable, In LRU.

TRANSISTORS a Total 0 of discrete transistors, Including FET's, Bipolar, etc. that are In
LRU design.

IC's w Total # of Integrated circuits In LRU.

SRU's w Totai 0 of SRU's that compose an LRU.

INTERCONNECTS = Total 0 of electrical Interconnects used to mate SRU's to the host
LRU.

SWITCHES n Total 0 of switches In the LRU design.
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Speoif los about the development or application of this equation, or the estimation of the
Input parameters can be found In the above referenced report.
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CHECKLIST
61 Does the analysis of testability/diagnostic requirements

address all major support disiaplines?
Off-line ATE
Embedded diagnostics
Manpower required to support analysis outputs
Training requirements
Information requirements.

E' Are all analyses complete and unambiguous?
Do they meet specification requirements?

j eIs the analysis integrated and cohesive? Are any
requirements In conflict?

E' Are the training, Informution, and manpower require-
ments adequately cooped and specified to support the
technical ucmplexity of the subject end Item In Its
operatonal environment?

S'Have available tools been selected and used?
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MAAINTAINABIJTY DEMONSTRATIONS, REQUIREMENT #4.2

WEAPON OPER. CONCEPT DEM/ F50 PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPL.

ACQ. PHASE

WEAPON
SYSTEM IOT&E

ACTIVITIES

DIAGNOSTIC
ACTIVrTES T DEMO

M!GNO8-= ACTIIT

Maintainability Demonstrations are performed In acoordanoce with the
appropriate demonstration method contained in MIL-STD-471 A. Notice 2 of MIL-STD-
471A (USAF) contains requirements for demonstration and evaluation of system
BIT/external test/fault Isolation/testability attributes. This method will demonstrate the
Integration of the diagnostic capability for the system (e.g., integration of embedded test
software and hardware techniques, automatic and manual test, BIT/SIT, training levels,
human Interfaces). The Maintainability Demonstrations evaluate the diagnostic
performance of the system with respect to the diagnostic performance criteria and
objectives established In accordance with MIL-STD-470 (Maintainability Program) and
MIL-STD-21 65 (Testability Program) and the requirements for an Integrated diagnostics
capability demonstration contained In the FSD SOW.

PafOIK-URE

The integrated diagnostics process increases the scope of maintainability
demonstrations, It Is the Contractor Program Manager's responsibility to ensure that this
Increased scope Is understood and Implemented, It Is the designers responsibility to
design the demonstration, evaluate the results and take the necessary corrective actions.

The scope of Maintainability Demonstrations Includes:

1. Demonstration of Testability Parameters
- BIT Fault Detection
- BIT Isolation Time
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- BIT Fault Isolation Level (Ambiguity Group)

2. Demonstration of Test Effectiveness (ATE) (MIL-STD-2077)
- ATE Fault Detection
- ATE Fault Isolation Time
- ATE Fault Isolation Level (Ambiguity Group)
- UUT/ATE Compatibility

3. Demonstration of Technical Information
- Technical Information Access Time
- Technical Information Relative Access Ease
- Technical Information Format
- Technical Information Usability

4. Demonstratlon of Training/Skills
- Relationship between maintenance procedures and skills
- Relationship between formal training and actual maintenance job

flow.

5. Demonstration of Vertical and Horizontal Integration
- Compatibility and Consistency of diagnostic demonstration results

between maintenance levels and among their respective diagnostic
elements,

Unfortunately, the ability to carry out a single demonstration, or even a
series of demonstrations, to prove/evaluate this level of diagnostic capability Is
dependent upon having all of the diagnostic elements available for the
maintainability demonstration. While this should always be the goal, It may not be
feaslble for all of the above due to development schedules, UUT design Instability,
data avillabillty and other overall program constraints. (Note that this Il a primary
reason for a Diagnostic* Maturation Program.)

Typically, the contractor prepares a Maintainability Demonstration Plan
early In the FSD Phase and that plan Is subject to government review and approval.
Thie destigner should take advantage of this opportunity to design the Maintainability
Demonstrations to Include the factors cited above, This can have a significant cost-
savings Impact on the Diagnostics Maturetion Program requirements.
Maintainability Demonstrations represent the first major opportunity to evaluate the
level of diagnostic capability achieved, Also, Maintainability Demonstrations can be
conducted early enough to Implement corrective action cost-effectively.
Demonstrations are conducted while the system Is still considered to be In the
Development Phase. After the demonstrations are completed, the relative cost of
Identifying deficiencies and Implementing corrective acton Is significantly Increased,
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A significant milestone of 'Government Acceptance' occurs upon satisfactory
completion of Maintainability Demonstrtlons, After this milestone, costs for
identification and resolution of diagnostic deficiencies may be subject to contract
interpretation and/or negotiation. The total strategy for the test and evaluation of the
diagnostic capability Is placed on the TEMP, and detailed In the Integrated Test
Plan.

Based upon the selected scope of the Maintainability Demonstration,
procedures from MIL-STD-471 are utilized and adapted for the scope. These
procedures are documented In the Maintainability Demonstration Plan. The results
of the Maintainability Demonstration are documented In a technical report -
Maintainability Demonstration Results.

Concurrent Demonstrations

The overall diagnostic capability Is khe sum,of a variety of diagnostic
elements. Therulore, a requirement should be established foir early demonstration
of the entire diagnostic capability produced by the Integration of all of these
diagnostic elements. This Is referred to as concurrent demorntratlons, where the
timing of various diagnostic element demonstrations are planned and scheduled for
concurrency so that the I .l uapabllity can be assessed.

Each element of the diagnostic capability must b9 demonstrated, as well
as the result of the •omblnlng nr Integration cf the elements. For example, a
demonstration of subsystem BIT may prove fault detection and Isolation levels. A
demonstration of ATE may prove external fault detection and Isolation levels. A
concurrent demonstration of these two diagnostic elements will prove the ability of
tho ATE to use BIT clrcu;try, to use Brf" results, and the consistoncy of test results
between BIT and ATE. By concurrent demonstration, the whole Is greater than the
sum of the parts. A significant set of factors reinted to the result of the Integration of
the diagnostic elements must be evaluated early.
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CHECKLIST

6' Does the demonstration plan provide a 100X fault
coverage capability across all levels of maintenance?

o Organizational Level
* Intermediate Level
0 Depot Level

9 Are the failure modes to be demonstrated and criteria
to be utilized adequately specified for each maintenanco
level? Will an adequate number of faults be inserted
as required by MIL-STD-471 to statistically prove
that FD/FI requirements are or are not met?

Is the demonstation structured -to provide an
evaluation of the diagnostic capabilities as
an Integrated system?

EY Do the subject plans demonstrate an integrated,
cohesive maintenance flow In terms of demonstrating
how a fault would be detected and repaired? Is a
systems inpproach to the maintenance process taken
In the overall approach to demonstration planning?
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REVIEWS REQUIREMENT #5

CONDUCTING DESIGN REVIEWS

OVERVIWTE

During the acquisition of a weapon system there DIAGNOSTICS
are at least eight formal technical reviews i d A
audits, which may be conducted by the contractor
for the Government Program Manager. As in the
diagnostic design process, there Is a tendency to PROGRAMMATIC
cenduct separate reviews and audits based upon
the function being .ddressed. This particularly
refers to loglotios, reliability, maintainability, REQUIREMENTS
testability, hunan engineering, and safety.
Integration of these reviews and audits to address
diagnostic Issues is a must. MIL-STD.1621 Is the DES
prime document which defines the Issues to be
addressed at each of these formal reviews. At
present, these checklists are inadequate In terms ASSESSMENT
of both testability and diagnostics and, thus, these
reviews and audits may not serve their purpose.
Additional guidance must be given to bnth the REVI.WS
government and the contractor In order to alleviate
this problem, EVALUATION

Informal reviews are often required. Guidance for
these Informal reviews can be drawn from formal = ILMATRATIN
review guidance.

IMPORTANT CONSIDERATIONS TO BE ADDRES§D

5.1 Technical reviews and audits must address all facets which affect the
performance of the diagnostic capablity.
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CONDUCTING TECHNICAL REVIWS AND AUDITS REQUIREMENT #5.1 I

-.. .. I - I mI I

WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPL

ACQ. PHASE

WEAPON
SYS TIM SCP DOP PREL. DETAIL IOT&E

ACTIES OlEN DIGON

DIAGNOSTIC A AlVIT
ACTIVTIES 3"~ SOR PD CDR TA FAM FCA PCA

Technical reviews and audits are an Important factor In assuring that the

government Is furnished with a weapon system which meets Its requirements.

MIL.STD- 1521 lists 10 formal technical reviews and audits. Of these 10, eight
are conoidered critical in the achievement of a satisfactory diagnostic capability. The
following guidance supplements and expands the guidance contained In MIL-STD.1521,
Technical Reviews and Audits for Systems, Equipments, and Computer Software.

Although design reviews are recognized as being Important to verify design
before production, the lack of depth In these reviews is alarming. The cause of these
inadequate reviews must be shared by both the contractors and the government.
Contractually, the government rarely requires the contractor to do a comprehensive
technical review, and the contractor does not do so unless required, even though It may
be cost effective from his point of view. Even when the right words are used, the end
results depend largely on corporate policy to allocate sufficient resources to perform a
detailed analysis of the design and associated processes. The designer, obviously, has
an Important input to these reviews. Therefore, It follows that he must understand the
objectives and scope of these reviews.
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E CONDUCTING TECHNICAL -REVIEWS AND AUDITS REQU=IREMENT #5.1
GUIDANCE

Guidance relating to these various reviews Is contained In the appendices to
MIL-STD-1521. Because these appendices do not address all aspects of testability and
diagnostics, some supplemental Information Is Included In the following paragraphs.

System Requirements Review (SRR)

The objective of this review Is to ascertain the adequacy of the contractor's
efforts in defining system requirements. It will be conducted when a significant portion of
the system functional requirements has been established.

The diagnostic capability review portion of the BRR will analyze the system
items that are related to diagnostics. The following Items will be reviewed, as appropriate:

o Mission and Requirements Analysis
o Functional Flow Analysis
o Preliminary Requirements Allocation
o System/Cost Effectiveness Analysis
o Trade Studies
o Synthesis
o Logistic Support Analysis
o Specialty Discipline Studies
o Generation of Specifications
o Program Risk Analysis
o Integrated Test Planning
o Technical Performance Measurement Planning
o Engineering Integration
o System Safety
o Human Factors Analysis
o Life Cycle Cost Analysis
o Manpower Requirements/Personnel Analysis
o Milestone Schedules.

The diagnostic capability review should address the impact of the results of the
items listed above on the diagnostic pieces listed below.

o Designed-in Reliability, Prognostics, and Testability
o Self-Test, Built-In Test, System Integrated Test
o Support Equipment, Maintenance Aide
o Technical Data
o Personnel Skill Requirements
o Training and Training Devices.
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ICONDUCTING TECHNICAL REVIEWS AND AUDTS REQUIREMENT #5.1I

System Design Review (SDR)

This review shall be conducted to evaluate the optimization, correlation,
completeness, and risks associated with the allocated technical requirements. Also
Included Is a summary review of the system engineering process which produced the
allocated technical requirements and of the engineering planning for the next phase of
effort. Basic manufacturing considerations will be reviewed, and planning for production
engineering In subsequent phases will be addressed. This review will be conducted when
the system definition effort has proceeded to the point where system characteristics are
defined and the Configuration Items (Cl) are Identified.

Specific diagnostic considerations relate to:

o Optimizing the diagnostic capability (changes after Dem/Val usually are more
costly and time consuming)

o Preparation of a Maturation Plan

o Preparation of a System Specification which provides a capability for
addressing 100% FD/FI for each level of maintenance

o Allocation of diagnostic requirements for each diagnostic, element

o Review of the software requirements specification to assure that embedded
diagnostic software considerations are Included.

Preliminary Design Review (PDR)

This review shall be conducted for each Configuration Item or aggregate of
Configuration Items to: (1) evaluate the progress, technical adequacy, and risk resolution
(on a technical, cost, and schedule basis) of the selected design approach; (2) determine
Its compatibility with performance and engineering specialty requirements of the Hardware
Configuration Item (HWCI) development specification; (3) evaluate the degree of definition
and assess the technical risk associated with the selected manufacturing
methods/processes; and, (4) establish the existence and compatibility of the physical and
functional Interfaces among the Configuration Item and other Items of equipment, facilities,
computer software, and personnel. For 5C01., this review will focus on: (1) the
evaluation of the progress, consistency, and technical adequacy of the selected top-level
design and test approach; (2) compatibility between software requirements and
preliminary design; and, (3) on the preliminary version of the operation and support
documents.

In addition, the following items In the diagnostic area should be presented at the
appropriate depth for review.
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=CONDUCTING TECHNICAL REVIEWS AND AUDITS REQUIREMENT #5.1 i
o Preliminary Failure Modes and Effects Analysis

o Design data analyses for BIT/SIT integrated diagnostics, Including
requirements and preliminary design verification results

o Maintenance concept for the portion of the system being reviewed and Its

traceability to the system maintenance concept

o Operational maintenance functions

o Results of the analysis of the Inherent (intrinsic) testability of the preliminary
design

o Allocation of qualitative and quantitative requirements

o Criteria for external diagnostic elements

o Tradeoff studies

o Cost/System Effectiveness Modeling and Life Cycle Cost Analysis

o Preliminary Logistic Support Analysis, including task analysis and related
personnel and support equipment Information

o Evaluation of alternatives

o Test and evaluation plans.

Critical Design Review (CDR)

This review shall be conducted for each Configuration Item when detail design Is
essentially complete. The purpose of this review will be to: (1) determine that the detail
design of the Configuration Item under review satisfies the performance and engineering
specialty requirements of the HWCI development spec.lcations; (2) establish the detail
design compatibility among the configuration and other Items of equipment, facilities,
computer software and personnel; (3) assess Configuration Item risk areas (on a
technical, cost, and schedule basis); (4) assess the results of the producibility analyses
conducted on system hardware; and, (5) review the preliminary hardware product
specifications. For CSCIs, this review will focus on the determination of the acceptability
of the detailed design, performance, and test characteristics of the design solution, and on
the adequacy of the operation and support documents. The CDR shall be conductc1 on
each Configuration Item prior to fabrication/production/coding release to ensure that the
detail design solutions, as reflected in the Draft Hardware Product Specification, Software
Detail Design Document (SDDD), Data Base Design Document(s) (DBDD), Interface
Design Document(u) (IDD), and engineering drawings, satisfy requirements established by
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CONDUCTING TECHNICAL REVIEWS AND AUDrTS REQUIREMENT #5.1

by the Hardware Development Specification and Software Top.Level Design Document
(STLDOD). The CDR shall be held after the Computer Software Operator's Manual
(CSOM), Software User's Manual (SUM), Computer System Diagnostic Manual (CSDM),
Software Programmer's Manual (SPM), and Firmware Support Manual (FSM) have been
updated or newly released.

It is desired at each CDR to provide as much assurance as practicable that all
diagnostic requirements are satisfled: I. e., that 100% diagnostic capability will exist for
each CI In the system. While it probably will not be practicable to certify that this will exist,
the following data should be presented as an extension of the Informatlnn presented at
the PDR.

o Detailed fault detection/fault Isolation analyses that Identify the extent to
which BIT/SIT detect and Isolate faults and which Identify those failures that
will require support equipment and/or manual methods to detect and/or
Isolate.

o Diagnostic allocations In Part I Cl specifications to the LRU and SRU level,
Traceability of these requirements to the Part I l System Specification
should be demonstrated, Note: Flexibility to reallocate diagnostic
allocations until product baseline Is established at PCA should be provided
within the envelope of system requirements.

o Definition of the maintenance plan/concept for the Cl, together with
supporting LSA documentation, including support requirement and level-of.
repair analysis results. Logistic simulation results should be presented to
substantiate the plan/concept.

o Presentation of testability analysis/assessment results for the 01 design to
substantiate the fault dotectloN fault Isolation analysis,

o Early program failure Identification, prevention, and detection analyses
applicable to the CI should be presented to asslst In verifying diagnostic
capability.

o Review detailed Maintainability Demonstration Plan for Inclusion of
diagnostic capability test requirements

o Appropriate updates to the items reviewed during the PDR.

Toet Readiness Review (THR)

This review Is conducted for each CSCI to determine whether the software test
procedures are complete and to assure that the contractor is prepared for formal CSCI
testing. Software toet procedures are evaluated for compliance with software test plans
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I CONDUCTING TECNIl:WS AND AUDITS REQUIREMENT #5.1 I
and descriptions and fore In accomplishing test requirements. At TAR the
contracting agency also results of Informal software testing and any updates to
the operation and supports. A successful TAR Is predicated on the contracting
agency's determination thware test procedures and Informal test results form a
satisfactory basis for proceformal C0C0 testing.

The diagnostic athe system/Cl TAR(s) shall be a formal review of the
contractor's readiness to tel diagnostics-related 0C01 testing. It Is conducted
after the software test prore available for diagnostics-related CSCI, such as CI
SIT, System BIT, SIT, ettr computer system component (050) integration
testing Is complete.

The Items to be nolude:

1. Requirement ..

Any changesi1T, or testability requirements contained in the
system/Cl Soquirement Specification or Interface Requirements
Specification not been approved and which Impact OSCI testing.

2. Design Chani

Any change* the SIT, SIT, or testability design parameters
contained in Ire Top-Level Design Document (STLDD), Software
Detail Desigrut (SDDD), Interface Design Document(s) (IDD) since
the PDR and :h Impact cgC5 testing.

3. Software Toed Descriptions -

Any changesibedded diagnostic element portion of the approved
Software TellrP) and Software Test Descriptions (STD).

4. Software Testes --

Test proceduused in conducting BIT and/or SIT test effectiveness
validation as e C0CI testing, Including retest procedures for test
anomalies anons.

B. Integration To Proodures, and Results --

Any embeddostic element CSC (e. g., BIT components, SIT
components)on test cases, and procedures used In conducting
Informal diagment C8C Integration tests and the test results.
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6. Software Teot Resources --

Status of any software test resources that are required specifically for
embedded diagnostic element CSCI testing. Such resources may include
diagnostic test personnel and supporting test software and materials,
Including software test tool qualification and review of the traceability
between requirements and their associated tests.

7. Test Limitation --

Identification of all software test limitations associated with embedded
diagnostic element 0SC0 SC testing.

8. Software Problems -

Summary of embedded diagnostic element software problem stAtus,
Including all known discrepancies of the 0SCI and test support software,

9. Schedules -

Schedules for the remaining embedded diagnostic element software
milestones.

Production Readiness Review (PRR)

This review Is Intended to determine the status of completion of the specific
actions which must be satisfactorily accomplished prior to executing a production go-
ahead decision. The review Is accomplished In an Incremental fashion during the Full.
Scale Development Phase--usually two Initial reviews and one final review, to assess the
risk in exercising the production go.ahead decision. In Ita earlier stages, the PRR
concerns Itself with gross-level manufacturing concerns, such as the need for Identifying
high-risk/low-yield manufacturing processes or materials or the requirement for
manufacturing development effort to satisfy design requirements, The reviews become
more refined as the design matures, dealing with such concerns as production planning,
facilities allocation, Incorporation of producibility-oriented changes, Identification and
fabrication of tools/test equipment, long-lead Item acquisition, etc. Timing of the
Incremental PRRs Is a function of program posture and Is not speclilcally looked Into other
reviews. The diagnostic consideration concerns the use o' any of the external d~agnostic
elements (e.g., ATE) In the production testing environment.

Functional Configuration Audit (FCA)

This Is a formal audit to validate that the development of a Configuration Item
has been completed satisfactorily and that the Configuration Item has achieved the
performance and functional characteristics specified In the functional or allocated
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S NDUCTING TECHNICAL REVIEWS AND AUDITS REQUIREMENT #51 I
configuration Identification. In addition, the completed operation and support documents
shall be reviewed.

The FCA Is nrKrmally conducted on a prototype or preproduction Item. The FCA
validates that tho Item meets Its specified performance requirements and Is ready for
production and acceptance Into Air Force inventory. It Is imperative that the diagnostic
capability b's validated against Its specified performance requirements, so that any
diagnostic capability deficiencies can b~e Identilled and corrected before the Item proceeds
Into production and Is then deployed.

Physical Configuration Audit (PCA)

This Is a technical examination of a designated Configuration Item to verify that
the Configuration Item "as built' conforms to the technical documentation which defines
the Configuration Item.

After successful completion of the audit, all subsequent changes to the
diagnostic elements are processed by an engineering change action. The PCA also
determines that the diagnostic element acceptance testing prescribed bý the
documentation Is adequate for acceptance of the production units by quality assurance
activities. The procedures for conducting a PCA are contained In MIL-STO.1521,
Appendix H. Sample PCA Certification Attachment Checklists are contained In MIL-STO-
1521, Appendix I.

5-10



CODUTIGTECHNICAL REVIEWS AND AUDITS RQIEET#.

CHECKLIST

I•' Are the designers Included In the reviews and audits
so they can challenge the design and assess risks?

I• Are the dlagnostlc reviews held as an Integral
part of the prime system review, but in ',
a timely manner that allows change (if necessary)
in the diagnostic equipment or process?
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EVALUATION REQUIREMENT #6

CONDUCTING TEST AND EVALUATION

OVERVIEW

During the development cl a weapon system, a TESTABI

number of tests and evaluations are conducted by DIAGNOSTICS

subcontractors, the prime contractor, and the I

government. Many of these tests address the
performance of the diagnostic capability. It Is not
uncommon that these tests are conducted _ PROGRAMMATIC
separately and, thus, do not address the entire
diagnostic capability. Oftentimes the entire
diagnostic capability Is not delivered In time to test mmiJ REQUIREMENTS
and evaluate the diagnostic capability as a whole.
During the major tests and evaluations (e,g,,
DT&E, OT&E) as much as possible of the entire ==NMI DESIGN
diagnostic capability should be Included.
Integrated demonstration, test, and evaluation Is
required,.SESMN

Coordination of all test and evaluations,
Inoluding demonstrations, can be accomplished REVIEWS
through the preparation of an Integrated Test Plan.

EVALA11N

IMPORTANT CONSIDERATIONS 1E ADDRESSED

6.1 Provide Input to the preparation of on Integrated Test Plan, which
Includes the requirements for a Test and Evaluation Master Plean.

6.2 Assure that formal test and evaluations address the entire diagnostic
capability.
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:PREPARA•ION OF THE TEMP REQUIREME #6.1 J

WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPL.

ACQ. PHASE

WEAPON CDT
SYSTEM CDR

ACTIVTES CONTRACT
AWARD

D~IAGNOSTIC A a
ACTMtIES TEMP TEMP TEMP

UPDATE UPDATE

D.DA.GNOSTIC ACTIVITY

The requirements for diagnostics test and evaluation are Identified, scheduled
and Integrated Into the Test and Evaluation Master Plan (TEMP).

PROCEDURE

The TEMP Is a living document normally prepared by the Contractor Program
Manager, Its preparation goes through many Iterations as the program proceeds through
Concept Exploration rhase studies, Demonstration and Validation, Full-Scale
Development,and Production, With each iteration, plans for diagnostic Test and
Evaluation (T&E) should become firmer, better defined, and with target milestone dates
attached.

Because test and evaluation Is a major cost and schedule driver, adequate
planning Is essential long before It starts. Test planning between subcontractors, the
prime contractor, and the government should start with program Initiation. To ensure a
successful Integrated test program, close coordination Is required between the
government, the prime contractor, and all subcontractors. The designer should
understand the scope and methods to be used In evaluating the product, and provide
inputs to the TEMP, which promote realism In these tests.
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DoO Directive 5000.3 requires the preparation of a Test and Evaluation MWater
Pln (TEMP). The TEMP is a broad plan relating test objectives to requi•ed system
characteristics and critical issues, and Is a top-level document used at major milestone
review4 to assess the adequacy of planned test and evaluation. At minimum, It addresses
both Development and Operational Test and Evaluation, It Is Important that as much as
possibls of the diagnostic capability be included in these T&Es.

Developmental 7e9t and Evaluation (DT&E) Is the T&E conducted throughout
various phase2 of the acquisition process. This will ensure the acquisition and fielding of
an effectiue and supportable system by assistlng in the engineering design and
development and verifying attainment of technical performance specifications, objectives
and supportab,1ilty.

Developmental Test and Evaluation also Includes T&E of components,
subsystems, preplanned product Improvemont (P3') changes, hardware-software
Integration and related software, as well as qualification and production acceptance
testing. Test and evaluation of compatibility sind Interoperability with existing or pi&nned
equipment or systems is emphaslzed. This T&E encompasses the use of models,
simulations and testbeds, as well as prototypes of Full-Soa&e Development models of the
system. The diagnostic capability associated with component, assembly and subsystem
DT&E should be Included In these T&E actly!tle.

Qualification Testing is the part of DT&E which verifies the design and the
manufacturing process and provides a baseline for subsequent acceptance tests. This
accomplishes two separate functions:

(1) Preproduction Qualification Tests are formal contractual tests that ensure
design Integrity over the specified operational and environmental range. These tests
usually use prototype or preproduction hardware fabricated to the proposed production
design specifications and drawings. Such tests Include contractual reliability and
maintainability demonstration tests required prior to production release. At a minimum,
embbdded diagnostics capabilities and the interfaces to external diagnostlc elements
should be tested and evaluated during preproduction qualification tests. As a goal, the
capability of txternal diagnostic elements should also be tested and evaluated.

(2) Production Quallf.cation Tests ensure the effectlveness of the manufacturing
process, equipment and procedures. These tests are conducted on a sample lot taken at
random from the first production lot, and are repeated as the process or design Is changed
significantly, and when a second or alternate source Is brought on line. These tests are
also conducted aga!nst contractual requirements. The utilization of diagnostic resources
in the manufacturing process and the requirement for capture of diagnostic data from the
manufacturing process should be evaluated durlng produclion qualification testing.
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I PREPARATION OF THE TEMP REQUIREMENT #6.1

The completion of Preproduction Quallfloatl6n Test and Evaluation before
Milestone III -decisions is easential and will be a critical factor In assessing the system's
readiness for production.

Operational Test and Evaluation (OT&E) Is the field test, under realistic
conditions, of any Item (or key component) of weapons, equipment or munitions for the
purpose of determining th& effeotiveness and suitability for use In combat by typical
military users; and the evaluation of the results of such tests. Operational testing Is
accomplished In an environmeait as operationally realistic as possible, The entire
diagnostic capability should be atrsessed during OTkE as well as the Integration of the
diagnostic oipabliity.

The TWMP mu'st cleatiy specify development and operational test events,
However, DT&E and OT&E are not necessarily seril phases In the evolution of a weapon
system. During critical acquisitlhn cycle, transitions, elements of DT&E and OT&E may be
combined or occur in parallel, but not at the expense of either development or operational
test realism nor bafore sufficient DT&E can rearonably assure that the system Is ready to
enter dedicated operational testing. DTAE may continue Into tti Production and
Deployment Phase, along with OT&E, to address system enhancements, correction of
deficiencies, or modificatlone. In all cases, test planning for all test phases must be
addressed In the system TEMP.

Test and evaluation planning Is Initiated at the inceptiorn of the development
process to ensure adequate planning, programming and budgeting of test resources and
to facilitate test schedullnC to support major program decision milestones. Reliability
assurance should be well underway before the Initiation of system performance tests.
System deficiencies must be addressed through a dynamic, well-documented, and tightly
managed test-analyze-fix and retest program. The evaluation of embedded diagnostic
elements should be Injected into these rellability assurance tests.

A TEMP Is required for all major defense ecquisition programs. The TEMP
define3 and integrates test )bjectIves, critical Issues, systems characterletIca,
resporsibliltles, resources and schedules for test and evaluation. Test resource
requirements must be addressed In the TEMP, along with a critical analysis of any
shortfalls that will Impede the full test and svaluatlon of the system. The need for and tohi
availability of the various diagnostic elements which make up the diagnostic capability Is
addressed In the TEMP. Flans to correct existing or anticipated test resource limitations
are fltlc Included, as Is a listing of evaluation criteria delineating critical parameters
permitting contiruous oversight and independent assessment.

DoD 5000.3-M4.1 contains the guidelines for the preparation of the TEMP.

6-5



I PREPARATION OF THE TEMP REQUIREMENT #6.1

SHave T&E cativitles been rscliltlcally planned and
scheduled to provide needed Informaion on the
performance of the entire diagnostic capability?
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I DEVELOPMENT TEST & EVALUATION REQUIREMENT 06.

I~I Im

WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEPLO

ACQ. PHASE
I

WEAPON DT&ESYSTIEM D&

ACTIM1ES

DIAGNOSTIC
ACTIVITIES DIAGNOSTICS

DT&E

Evaluate diagnostics performance characteristics during Development Test and
Evaluation (DT&E) activities In order to determine diagnostic capabilities achieved and to
Identify deficiencies In the diagnostic capability. Diagnostics DT&E should also attend to
the capability achieved by the Integration of the various planned diagnostic elemenis
(performance monitors, BIT/SIT, testing (automatic and manual), maintenance aids,
technical Information and training (skilli)) Into a comprehensive, cohesive, diagnostics
subsystem.

Development Test and Evaluation Is the T&E conducted throughout various
phases of the acquieftlon process to ensure the acquisition and fielding of an effective and
supportable system by astlstlng In the engineering design and development and verifying
attainment of tchnical porfornance specifictions, objectlwe and supportability.

Development Test and Evaluation also IDnoludes T&E of components,
subsystems and preplanned product improvement (P%11) changes, hardware-softwart
Integration and related software, as well as qualification and production acceptance
testing. Test and evaluation of compatibillty and Interoperablifty with existing or planned
equipment and systems Is emphasized. Development Test and Evaluatlon encompasses
the use of models, simulatluns, and testbeds, as well as prototypes or Full-Scale
Development models of the system.
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The designer should be as actively Involved In diagnostics DT&E to ensure that
valid tests are devised and performed, valid results documented, and valid data
accumulated and to ensure that a closed-loop analytic approach is used to pinpoint and
correct diagnostic deficiencies, The designer should ,nsurs that every opportunity Is
being taken to evaluate diagnostics.related parameters. This may Involve a wide range of
test activities, Including reliability tests, performance tests, human factor tests, etc.
Basically whenever a system, subsystem or component Is being operated, it Is subject to a
failure. The diagnostics requirements associated with dealing with the failure should be
viewed as an opportunity to assess the diagnostic capability.

SUtDANCgl

The thrust of the Integrated Diagnostics Process with respect to DTUE is to
include/Inject diagnostic performance evaluation into the mainstream of DT&I activities.
This Is done such that diagnostic performance can be evaluated, deficiencies pinpointed,
and corrective action Implemented while the system is still In development.

The diagnostics DT&E effort assists the diagnostic design and development
proc•,s, and verifies attainment of diagnostic technical performance speclflcetions,
requirements, and objectives. As such, it is an integral part of the weapon system design
process. Through the provision of diagnostics DT&E data, there is a feedb•ck reiterative
loop bao:-. Into the Integrated diagnostics activities In process, Including the diagnostic
system engineering analysis; diagnostic risk analysis; allocation of diagnostic goals;
diagnostic trades for system optimization; diagnostic design trades; and, the Identificetion
and performance of diagnostic design tasks. Through this methodology, the diagnostic
design is oorreot•d, improved, or updated, and the diagnostic design matures.

Sufficient diagnosticsl DT&E must be accomplished before the Milestone III
decision to proceed to production. This will ensure that the major specified diagnostics
design and development requirements for tWe Full-Scale Development Phase have been
met, with respect to performance requirements and specifications cuntalned In program
documents.

The scope of diagnostics T&E should Include fault detection, isolation accuracy
and timeliness provided by performance monitoring, BIT/SIT, automatic and manual
tecting, technical Information and maintenance aids, maintenance procedures, manpower,
personnel and skill levels at the system, subsystem, LRU/LPM, SRU levels across
planned maintenance echelons (Organizational, Intermedinte and Depot).

Any deviation from this full scope of T&F. means that full contidence cannot be
ascribed to th,3 planned diagnostic capability.

The major approaches -f DUTE for diagnostics Include actions:
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o To proceed In phase with the system and support equipment development,
so that Built-in Test (BIT) Is tested and evaluated concurrently with system
performance; BIT and System Integration Test (SIT) tested and evaluated
concurrently with subsystem Integration and system testing; and, system
Integration and safety testing are concurrent with diagnostic testing of BIT
and SIT features.

o To Implement with the Diagnostics Maturation Program so that deficiencies,
ambiguities, and additional failure modes Identified during DT&E are
recorded In a timely manner to ensure traceability and appropriate
corrections are made to the Integrated diagnostic procedures.

o To evaluate embedded diagnostic design as a separate entity In order to
assure that It has been Incorporated adequately as part of the system
design.

o To evaluate for 100% diagnostic capability in selected critical areae of
system design using fault evaluation.

o To analyze the system design hierarchy of test tolerances (e.g,, between
system BIT and LRU and SRU-ievel BIT) In order to minimize false alarms.

o To complete feasibility DT&E on prototype and preproduction units In order
to assess technical risks and develop solutions to remedy deficiencies.

During FSD, specific diagnostic capability segments of DT&E efforts Include the
following requirements:

o When available, ATE shall be evaluated for Initial use supporting build and
check-out of systems. Manual procedures and associated operational
prototypes shall be developed for support of test activities.

o Engineering evaluation of the diagnostic elements capability at subsystem
and system levels shall be conducted in concert with system integration
testing activities, Including evaluation tests In the engineering laboratory and
system Integration test facilities.

o Effeotlve development of a diagnostic capability requires that testing of
diagnostic capabilities proceed concurrently with prime and support
equipment development In an orderly and planned time-phased manner.
The object of the following diagnostics testing approach Is to provide a viable
Organizational- and Intermediate-level diagnostic capability for use in
support of flight and operational testing activities to provide for early
maturation of the diagnostic capability. It should also be a program objective
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to validate the diagnostic capability, as well as initial reliability and
maintainability requirements before production.

o During early equipment development tests, built-in test features should be
tested and evaluated concurrently with equipment performance testing. BIT
performance is just as essential to overall weapon system performance as
the usually emphasized aspects of equipment performance. Simulated
equipment failures should be used to assist In BIT testing and evaluation.

o As equipment progresses to subsystem Integration and performance testing,
SIT and System Integrated Test (SIT) features should be concurrently
tested, evaluated, and corrected. Simulated or emulated equipment failures
should again be used for BIT/SIT testing and evaluation.

o System Integration and safe.for-flight testing of equipment should Include
diagnostic testing of BIT and SIT features to assure readiness of this
capability for Flight Test Support. Concurrently, Organizational-level support
equipment required for diagnostic support should be tested to enable its use
in the test program, together with Preliminary Maintenance Manuals for
Initial Operational Test and Evaluation. Simulatlor of equipment failures to
evaluate diagnostic capabilities should be Included In this testing effort.

o Qualification testing of both prime and support equipment shall Include
validation of diagnostic capability, which Is a required aspect of both
equipment and system performance. Simulated equipment failures should
be Included In the diagnostic validation test program. Evaluation of BIT/SIT
should also be conducted during environmental extreme testing of the prime
equipment and support equipment, to assure Its proper functioning
throughout the required equipment performance envelope.
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CHECKLIST

U• Does the Inteorated Test Plan provide adequate
detail concerning specific T&E procedures, data bases,
models, test artTcles and scope of testing?

U Have critical or high risk Items related to diagnostic
capability been Identified and highlighted?

U Are the necessae test articles available to
conduct realistic, timely tests?

A' Has every opportunit to evaluate diagnostics during
DT&E activities been Identified?

6-13
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WEAPON OPER. CONCEPT DEM/ FSD PROD/
SREQMTS. EXPLOR. VAL DEPLACQ. PHASE

WEAPON
SYSTEM IOT&E IOT&E

ACTIVIES

DIAGNOSTIC
ACTIVITIES DIAGNOSTICS

__________OT&E

DlA NOSTI2 ACTIVITY

Diagnostic performance characteristics must be evaluated In a realistic
operational environment during Operational Test and Evaluation (OT&E) activities In order
to determine diagnostic oapabWlities achieved and to Identify deficlenoles In the diagnostic
capability. Diagnostics OT&E should focus on the capability achieved by the Integration of
the various planned diagnostic elements Into a comprehensive, cohesive diagnostics
subsystem,

Operational Test and Evaluation (OT&E) Is the field test, under realistic
conditions, for the purpose of determining the effectiveness and suitability of the system or
equipment for use In combat by typical military users; and the evaluation of the results of
such tests.

(NUIDAtICI

Operational Test and Evaluation (OT&E) activities Include Initial OT&E (IOT&E)
and Follow-on OT&E (FOT&E). The results of DT&E activities should be analyzed by the
Contractor Program Manager with help from the designer to ensure consistency and
continuity of T&E activities. Operational Test and Evaluation (OT&E) must be
accomplished by a separate government facility prior to the Milestone III decision.
Diagnostics OT&E Is performed to provide a valid estimate of the operational effectiveness
and suitability of the system's Integrated diagnostics design and procedures using test
Items sufficiently representative of the expected production items,
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Major approaches to diagnostics OT&E include:

o Testing In an environment as operationally realistic as possible

o OT&E Initiated as early as possible during the FSD Phase

o Testing for adherence to overall OT&E objectives, with respect to diagnostics

o Continued coordination with the Diagnostics Maturation Program

o Evaluation for 100% diagnostic capability In selected critical areas

o Ratdom diagnostics testng in noncritical area

o Further analysis of test tolerances related to the system hierarchy and
embedded/external diagnostic procedures In order to iminimize false alarms.

Testing (particularly operational tests) and data collection should focus on the
diagnostics requlremente. Testing and data collection should also evaluate the specified
parameters; namely, Identifloation of critical failures, the false alarm rate, the percentage of
faults detected and Isolated automatically or manually, associated repair times, the
unnecessary removal rate, consistency of test results, and the adequacy of personnel
skills considering all maintenance Incidents.

During OT&E, system performance, operational suitability and supportability
factors are evaluated In an operationally realistic environment. There are two types of
Information that can be obtained for Diagnostics T&E: 1) faults within the system and how
those faults were Identified (diagnosed); and, 2) faults/deflolencles within the diagnostic
capability. For the latter, this includes evaluation of each element which contributes to the
total diagnostic capability, as well as the capability, achieved by Integration of the
diagnostics elements. Focused, detailed T&E activities discussed In Requirement 0 6.2
should be continued. The former type of date can be obtained as a result of Reliability
Growth Testing. The following specific Information should be evaluated for each fault
occurrence.

1. How did the failure manifest Itself?

2. Was the manifestation due to stressing of the system beyond normal
operational limits?

3. If a BIT alarm occurred, was It the result of a confirmed failure?

4. What techniques were used to Isolate the fault?
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S. How long did fault Isolation take using those techniques?

G. Was the failure mission or operation critical?

7. Was It a new or unplanned failure mode? Was BIT supposed to detect the
failure? Did It?

8. Is this failure mode expected to be encountered In the operational system?

g. Should provisions be Included in the diagnostic capability to deal with this
failure mode?

10. Will this Involve a modifloation/addition to BIT? ATE? Manual Test
Equipment? Maintenance Procedures? Skill Levels? technical Data?
Maintenance Aids?

11. Is an ECP required?

12. Is further investigation required?
If yes - What plans have been made?
If no - Why not? (brief description)

13. Is correction of the diagnostic deficiency part of contractual requirements?
Tied to Incentive or warranty provisions?
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CHECKLIST

G' Is the designer giving adequate support to OT&E
activities?
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MATURATION REQUIREMENT #7

MATURATION OF THE DIAGNOSTIC CAPABILITY

Historically, often a weapon system's diagnostic DIAGNOSTICS
capability does not meet Its performance
requirements prior to deployment. The basic
reason for this Is that all faults cannot No predicted
and, thus, adjustment of the diagnostic capability PROGRAMMATIC
Is required during the first few years after
deployment. Escentially, this requires a well-
planned maturation period, which allows for the REQUIREMENTS
growth of the diagnostic capability. Closely
coupled with this maturation Is the requirement for
collection and analysis of data relating to the o=.E , I
performance of this diagnostic capability, both In
the field and in the factory. Care must be
exercised by both the government anti the ASSESMENT
contractor to assure that proper and detailed data
Is collected, Early planning for this maturation
period Is a must. REMYRS

--.-tMATURoATIO

IMPORTANT CONIDERATIONS 70 §1 ADDRESSED

Realm.t

7.1 A detailed Dlagnostlos Maturation Plan needs to be prepared early In the
acquisition promess.

7.2 A diagnostic data colleotIon and analysis system must be ietabllshed to
provide for corretsIve measures.
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WEAPON OPER. CONCEPT DEM/ FSD PROD/
SYSTEM REQMTS. EXPLOR. VAL DEP.ACQ. PHASE

WEAPON
SYSTEM SYSTEM PDR

ACTIVITIES SPEC.

DIAGNOSTIC A
ACTIVITIES PLAN UPDATE

Most diagnostic Implementations, no matter how well conceived, require a
period of time for Identlfication of problems and corrective action to reach speollfed
performance levels. This requirement Is established In order to formalize the diagnostics
maturation and to allow the maturation to be Initiated early In the test and evaluation
process. This requirement Is Initiated early so that early Identification, tracking, and
correction of diagnostic problems are achieved, The planning for this actlvty Is formalized
by the development of a Diagnostic Maturation Plan or other appropriate document.

-rigUwll
While It Is the Contractor Program Managers responsibility to prepare the

Diagnostic Maturation Plan, the designer should understand the scope and methods to be
used In maturing the diagnostic capability to assure adequate corrective actions are
planned and Implemented.

The Contractor Program Manager must ensure that the plan Is:

1. Comprehensive

o Across all diagnostic elements
o Includes the Integration of the elements

2. Timely
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o Is Initiated early io plan for the required resources and Implement
corrective actions

o Maturation is completed by Milestone IV, per DoD-Instructlon-5000.2

3. Coordinated

o Includes coordinated scttltlibs from the Ililti"es

o Utilizes standard date collection syJtome

4. Cost Effective

o Allows data collection to be transferable and usable by government (i.e.,
DT&E and production test data).

g1UIDANCE

,ý program to mature the diagnostic capability should be planned for tho early
fleldid production systems. A one-to-three-year maturation program should be planned
for complex weapon systems with extensive automatic testing capability. For major
weapon systems, the coordination with Milestone IV, Logistic Readiness and Support
Review (DoD-Instruotion-5000.2) Is essential. This program should Include provisions for
on-site collection of diagnostic performance data, with engineering follow-up to provide
corrective actions.

The plan should define an approach and methodology to assure that as
dt,•volopment, test and evaluation, and early operational use of the system progress,
problems presented by new failure modes, test voids, ambiguities, and test tolerance
difficulties are recognized and defined, and thei' solutions are traceable to diagnostic
software and manual procedure updates. The plan should recognize that such
occurrences are expected and normal and, therefore, should concentrate on problem
recognition, definition, and correction, with appropriate tracking for traceability.

The approach and methodology defined should recognize that a basic element
of the Integrated diagnostics concept Is Identification of the set of faults which are known
or expected to occur. The methodology shall provide for definition of this set. Initially
through Failure Modes and Effects Analysis, Testability Analysis, and other tools and
experience. Provision for growth of this set, as new failure modes are encountered during
testing and deployment, should be incorporated In the plan, together with explicit criterla
to be used In deciding whether or not a newly encountered fault shall be added to the set
of faults for which explicit aiagnostic procedures (as opposed to more general
procedures) are provided for detection and Isolation of the fsult. The life cycle cost
effectiveness of adding explicit diagnostic procedures for the newly encoun-,red fault
ahall be one factor considered In the decision.
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The plan should provide for an orderly development and maturation process for,
diagnostic software and manual procedures throughout the development, test and
evaluation, and early operational use time periods of the weapon system and Its
subsystems. Methodology to assure timely and continuing technical support for this
maturation process by both contractor and government activities, with a minimum of
administrative delays, should be a feature of the plan. Orderly transition of technical
responsibilities from the ,ontractor to the government should also be addressed,

The plan should pre,.,ent milestones to be met. This will assure that the final
system aclieves the required degree of diagnostic capability. The plan shall show the
time phasing of each task and Its Interrelationship with other tasks. it should Identify
required data review, verification, and utilization to accomplish the required tasks and to
report progress, problems, and tradeoffs. The plan shoutd assure the proper
Implementation of diagnostic design features by designers and suboontractor•.

During the Dem/Val Phase, maturation planning, Is centered on preliminary
planning for data collection, analysis and coordination with similar requirements for
reliability, maintainability, logistics, data collection, analysis systems, eto, Specifically, this
planning shouid Identift potential data sources, ,uch as:

o Laboratory testing
o Developmental testing
o Operetlonal test and evaluation
o Acceptance testing
o Preproduotion testing
o Production testing
o Operation.
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for the collection of diagnostic performance data
through DT&E, OT&E, Production, Initial Operational
U~se, and Deployment?

U'Is the diagnostic data collection plan In sufficient
depth to allow adequate evaluation of diagnisotic
capabi~lk?

U'Does the plan include provisions for all diagnostic
elements -- embedded and external --
as well as the Integration of the diagnostic elements?

U'Is the Intogration -if the diagnostic elements planned
for early enouoh .to allow evalwation and cost-effective
corrective action (e.g., prior to production go-ahead)?

U'Does Matur'ation Planning include; provisions for both:

1. Adequacy of the diagnostic elements, with respect
to the specified allocated capability, and

2. UmplannecO failure'modes, which mnýcrim trU ou
OT&E, DT&E, Production lest, and ol Ue Test
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DATA COLLECTION AND FEEDBACK REQUIREMENT #7.2
I I II[ . I II

"WEAPON CONCEPT DEM/ FSD PROD/
SYSTEM EXPLOR. VAL DEPL.

ACQ. PHASE

WEAPON 
J-

SYSTEM SYSTEM PRODUCT ECP
ACTI1VTY FABRICATION BASEUNE

DIAGNOSTIC AA•'AI A
ACTIVITIES OT&K ICT& FOM DATA oCR-

Data relating to the performance and effectiveness of the diagnostic capability
must be collected during development, production, and operation. This data Is used as
the baisu for the evaluation of diagnostics end for the correction of deficiencies.

The key thrust of this activity Is definition of appropriate data to be collected,
maximum use of data collected, coordination of data collection systef no, and a structured
approach to correctIve action.

The Contractor Program Manager Is responsible for the Implementation of
diagnostic data collection and feedback requirements. This Includes development and
Implementation of a cradlsto-grave system for both contractor and government use. It Is
the design ir's job to make sure these design corrections are Implemented.

The earlier diagnostlo performance deficiencies are Identified, the sooner a
more cost-effective solution can be Implemented. Therefore, diagnostic data collection
and feedback Is Initiated early In the test and evaluation process, continues through
production test, and extends Into the operational environment. Throughout these phases,
different types of data are collected, different data collection procedures and
methodologies are used, and different types of analysis technique are conducted.
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There are no standard nethods for data collection and analysis. As Indicated
under Requirement #7.1, Maturation Planning, the collectlon of this type of data Is
controlled by a number of military standards. The requirements for the standards which
deal with logistics, reliability, maintainability, tesabillity, human engineering, and safety
overlap one another (many times data required by one may, Indeed, be required by the
other(s)). Thus close coordination among these various data requirements Is needed, A
single date base Is desirable, Some tools are available to assist In the feedback and
analysis task. These descriptions are contained in Appendix C.

Tho data collection procedures closely follow the test and evaluation functions.
As explained In DoD Directive 5000.3, Test and Evaluation, the time periods and
sequences for Development Test and Evaluation and Operational Test and Evaluation
vary from program-to.program. They *an overlap and even be done as a combined test
and evaluation. Thus there are no standard guidelines that specify the exact points In the
weaoon system acquisition phase where data Is to be collected. The system must be
flexible to Incorporate data as data Is generated.

The Contractor Program Manager should ensure that the proper data Is
collected and that corrective actions are pursued. It Is the job of the designer to make
these corrections. Care must be taken to collect only that data required to assure that
the diagnostic capabilities are performing as required. Automated data collection systems
can be employed. Usually these are more effective, as they are loes dependent on
human motivation to supply the required Information.

Corrective analysis and actions should be In a closed-loop system, so that each
deficiency Identified remains an open Item until It Is formally documented as being
corrected.

The data collection and feedback system should be designed so that specific
Information Is collected on the performance of the entire diagnostic capability, as well as
for each of the diagnostic elements that make up the diagnostic capability. The
Information must be collected In quantitative form, If possible, and related to System
Specification requirements. Thus the following guidelines on the type of data to be
collected need to be tailored so that the Information can be related to System
Specification requirements and so that It Is clearly apparent who Is to supply the
information and when this Information is to be supplied. Examples of the type of data to
be collected follow.
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Diagnostic Data Feodback

o Effectiveness and efficiency of each diagnostic element

o Effectiveness and efficiency of the diagnostic elements as an Integrated
system

o OperationaVeupport Impact of the diagnostic defiienioles

o Corrective action(s) which should be taken or have been taken.

SIT ffeotlvenees

o Fault Isolation time.

Tracking of Falls Alarnm

o Type of alarm

o Frequency of alarm occurrence

o Cause (if known)

o Potential consequences of ignoring the alarm (crew safety, mission
reliability)

o Operational costs of responding to false alarms (aborted missions, degraded
mode operation, system down time)

o Support costs associated with the false alarm

o Operational environment when alarm occurred.

ATE Effeotlveness Feedback

o Workarounds required to overcome mechanical or electrical deficiencies in
the UUT/ATE Interface

o Did the ATE system provide failure detection results consistent with those of
Initial failure detection by BIT?

o Were the ATE test results repeatable?

o Ambiguity size
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o Fault Isolation time,

Integration of Dlagnostlo Elements

o Are diagnostic resources provided consistent with the training/ukill levels of
assigned personnel?

o Effect of false alarms and unnecessary removals on operational availability
and maintenance workload

o Shop throughput

o Wrong or Inadequate technical Information

o Logistic delay time

o BIT reliability

o ATE reliability.

Diagnostic data collection and diagnostic capability performance assessment
may lead to the requirement for oorrective action. Corrective action may Involve redesign
of prime equipment, test equipment, Interface devices, maintenance documentation, bult-
In test circuits, diagnostic software, and ATE test programs. All ohanges must be made
under strict configuration control.

The designer must recognize that modifications to the prime system/equIpment
m y dictato modifications to the diagnostic capability as well.
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CIECK. ST
' Is there direct communication back and forth between

the serson who reports a problem and the person who
will be correcting the problem?

E] .Are all failures being analyed to sufficlent depth to
identify failure causes and perform necessary

corrective actions?
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1.0 INTRODUCTION AND BACKGROUND

The design engineer is the key to solving one of the most cormplex problems
facing the military services In years. The problem Is that today's wcipor systems have
become so sophisticated that the capability to maintain and repair them Is a ndtional
priority. No longer can the design engineer be primarily concerned with the equipment
meeting the operational requirements. Reliability and maintainability must be given equal
consideration. Consideration can no longer be given only to varying environmental
conditions under which the fielded product must operate. Equal consideration must now
be given to the conditions under which repairs will be performed. Seemly short and
simple tasks often become very time consuming when accomplished under extreme
temperature conditions or In restrictive clothing such as chemical, biological or radiological
attire.

The services, burdened with excessive maintenance problems, Increasing
oemand for skilled manpower and skyrocketing costs, have given Industry a clear
message, The Air Force, for Instance, has Implemented a program which states basically
that all new equipment will be designed to double reliability and reduce repair time by half.
Reliability, maintenance, quality, and productivity In new equipment will be given as much
attention as performance, program schedule and cost. The effects of this new program
can be seen in recent development of a low-altitude navigational system. Performance at
Initial testing was with operational requirements. However, due to higher-than-anticipated
vibration level, reliability requirements could not be demonstrated. The program wae. not
permitted to continue to the next phase until reliability reached the required growth
curves. This created a delay of approximately six months, placing the entire program in
trouble.

Currently, diagnostics design se the major unknown In the reliability and
maintainability arena. The statistics provided In this guide's Introduction demonstrates the
magnitude of this fact. This appendix presents additional experiences and the key
leaming points derived from them.

To Introduce these lessons, a brief hypothetical scenario Is provided regarding
the start of a work day for en Air Force technician assigned to a modem bomber wing.
This case Is Intended to provide some Insight Into what diagnostics programs may
someday achieve.

Arriving at his duty station, the technician enters his code at a computer
terminal and Is provided a work order for the first task of the day. The work order
concerns a malfunction which was detected during a flight completed just prior to his
arrival at work. A quick glance at the work order reveals which system failed, what time It
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occurred, and the Line Replaceable Unit (LRU) which Is to be replaced to oorrqct the
problem. After a quick trip to a supply point for a serviceable LRU, with tool box and
checklist In hand, he departs for the flight line. The defective LRU Is changed within
minutes after hie arrival at work. A quick operational check, using the checklist and on-
board test system, confirms that no other failures have occurred, and the system Is
declared operational.

Back at the intermediate shop, the flight line portion of the work order Is closed
out. This Is quickly done, with a minimal amount of Infomatlon Input Into the computer
terminal regarding the work accomplished. The defective LRU Is placed on Its
corresponding automatic test equipment (ATE). Keys within the LRU provided
Identification Information to the computer contained within the ATE. Failure conditions
and symptoms recorded on.aircraft at the time of the failure are also transferred to the
ATE computer via the computer network. Rapidly the ATE goes through a set a tests
specifloally tailored to the reported failure conditions and the failed single component It
Identified, After the failed component Is replaced, the LRU II checked again with the ATE
to verify serviceability. Following serviceable testing, the LRU Is given a quality control
Inspection and returned to the supply point, where It once again becomes a serviceable
asset.

The above sooenario (or parts thereof) has been a goal of the military services
for many years. Great strides have been made toward achieving this objective, yet even
total success In limited areas does not lay Immediately at hand.

The reasons that success Is fleeting are many. They Include budget
constraints, a relateve lack of Importance, political considerations, time, and the complexity
of the task--just to mention a few, This appendix presents a few glimpses of activity on
recent programs, results obtained, and lessons learned.

The Information presented Is a composite of experiences derived from .1S
and F-1Il Aircraft, as well as the Minuteman, Peacekeeper, and Small ICBM Strategic
Missiles. LSA examples from the AMRAAM and 30mm Gun PODS are also Included.

2.0 ESTABUSHMENTANTERPRETATION OF REQUIREMENTS

What Is specified in the procurement specification and the contractual
Statement of Work Is what the government expects to receive. In the area Uf diagnostics,
the government experience on past programs has not been the best, Diagnostic systems
have proven to be incomplete, unable to to test to the desired level or simp!y do not as
advertised. The basic foundation upon which any success will be diroctly dependent Is
the clear understanding of the actual requirements.
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Need statements and Work statements

All of the programs surveyed In the preparation of this document seem to have
on item In common dealing with their diagnostic requirements. That commonality factor Is
that the quantitative diagnostic requirements Imposed are derived without a great deal of
thought and inalysls, Typically diagnostic requirements are more what has been judged
by someone to be realistic values, rather than a product of studies performed to
determine theiet requirements.

DoO.InstructionhO000.2 and other related documents describe a structured
acquisition process beginning with, among other things, the development of a Mission
Are* Analysis and a Mission-Need Statement, Included In the Mission-Need Statement Is
.a discussion of the Mission and Threat, Alternative Concepts, and Technology
involvement. Subseqtlently, during the Concept Exploration Phase, studies are
conducted to develop a System Concept Paper which more thoroughly defines possible
alternatives, and a selected concepi. Many Items are taken under conslderation during
this time frame Including readiness, maintainability, manpower and trailning.

It Is this process which generally drives the development of the procurement
specifications. These functions are primarily the concern of Government Program
Manager; however, Inputs are sometimes requested from the contractor, Failure to
consider testability when providing these Inputs may limit chances for successful
diagnostics later In the program. Overall diagnostics and testability, In general, should be
given more concern at this early stage of development.

Understanding Requilromnte

Determining the proper diagnostic specifications necessary to meet the misslon
need Is one thing. Describing them In such a way that they will bo Interpreted properly Is
another.

The following Is one of the diagnostic requirements Imposed on the B-1 B. "The
CITS shall provide an assurance of 95 percent to the airrew that the system performance
Is operationally acceptable or that the indicated failure Is valid during in-flight performance
and ground readiness tests. The CITS shall provide fault Isolation to an LRU with a
certainty of at least 75 peroent'ir the ground fault Isolation mode."

Another requirement stated that "false alarms could not exceed 2 percent".
Both seemingly good requirements, but two problems ensued In their accomplishment.
Firs; and foremost was the problem In the definition of the percent base. Percentages are
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often used In defining requirements. But when so used, It must be stated as a percent of
what. False alarms, as a percent of the possible alarms, gives one result. False alarms,
as's percent of the number of total alarms indicated, gives another. When written, one
must assume that achievement based on definition of the writer would meet mission
neods, In reality, when achieved based on legal or implied defhition, the results wets far
from those required by the operational command.

A second but in this case a lessor problem, was a conflict between the
requirement. The first cequlrement above allows a 5 percent false alarm rate (100 minus
the 95 percent accuracy).. The second allows only 2 percent. Specification ambiguity
leads to interpretation which will not necessarily end with the desired result. The design
engineer can help eliminate these problems by Informirg program management when
specification ambiguity Is first encountered.

Logistic Support Analysis (LSA) Process

The LSA Is not a direct function of the design engineer, however the process
can Influence many of the design requirements. MIL-STD-1388-1A defines basic
objectives whion are achieved when this standard Is applied.

1. Cause supportability requirements to be an Integral part of system
requirements and design.

2. Define support requirements that &re optimally related to the design and
each other.

3. Define the required support necessary during the operational phase

These objectives are accomplished by thio selective application of scientific and
engineering efforts undertaken during the acquisition process, as part of system
engineering, it Is an iterative process of definition, synthesis, trade-off, test and
evaluation. Many cases have been found which Indicate that designers who successfully
Incorporate the results of these studies early will have a maintainable system when
deployed In the field.

A-v



LESSNS LEARNED APPENDIX A

3.0 STRUCTURING DESIGN CONCEPTS/CONSTRAINTS

Controlling vs Constralning the Onntructor

Today's trend in specifiotion and contractor direction is to provide the
contractors with the maximum leeway In meeting top-level requirements. The objective Is
to allow the contractor to define alternatives, select from the alternatives those which can
best be accomplished and provide a product which meets all of the "real" re'ulruments,

Existing systems covered by this document were all developed under a more
structured specification approach. The previous school of thought was, generally
speaking, that the more things which can be controlled by the specifications, the more
chance the end product will be as desired. Experience with that approach has led to the
more open trend, This Is because the tlghAer approach did not allow the contractor to
make maximum use of his many possible alternatives.

The customer Is encouraging the deoign engineer to think In terms outside the
realm of present diagnostics technology. Diagnostics technology In general has not
developed to the point of satisfying the customer's requirements for maintaining complex
weapon systems, An excellent example of the type diagnostics not desired Is
demonstrated by the built-in fault capability of a terrain-following radar. One of the line
replaceable units contained within this system Is the computer. Conveniently located In
the aircraft nose compartment, this LRU contains the malfunction Isolation switch and
malfunction Indicator on It's front panel. The malfunction Indicator has nonvolatile flags
set during flight at the occurrence of a malfunction. These were designed to serve as
functional aids for maintenance personnel troubleshooting the terrain- following radar
system. However, many of the malfunctions Indicated are caused by associated
subsystems that provide stimulus to the computer. This situation has caused
unnecessary maintenance and supply cost, plus degraded operational readiness. The
deuigner must ensure that aill diagnostics will only be Influenced by the oarameter they
are desianed to monitor. The lsat thing the oustomer needs Is a diagnostic lyltem which
Increases the workload,

The Maintenence Conoept

The Logistic Support Analysis tasks of MIL-STD-1 388-1 A which are concerned
with the development of maintenance concepts and constraints are very Important for kho
diagnostic community. The design engineer will benefit greatly by beWig Involved with the
LSA analyst and Incorporating the results into the basic design at the earliest possible
time. The MIL-STD-1388 tasks are structured to ensure consideration of existing
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resources, compatibillty with deployment and operational requirements, and maintenance
personnel skill level.

The tie between the diagnostic method and the maintenance concept Is
bidirectional. They need to be established In unison. The maintenance conorpt Is
'eveloped based on expected diagnostic capabilities. The diagnostic design ultimately
forces the real maintenance concept. The designer who understands thls concept
recognizes the MIL-STD-1388 process as an aid to achloving the desired maintenance
concept is success oriented, A lesson well learned Is that when these tiksks are used for
historical purposes, instead of a tool for the designer, the desired maintenance concept is
seldum achieved.

Established Air Force maintenance policies utilIze system operation as the final
determinant of the need for maintenance, If the sywtem Is functioning witnln tolerance,
don't fix It. A unique situation has developed on the B-IB aircraft. Due to redundanois
designed Into the systems, overall operation appears normal, while some specific parts
are not functioning. The diagnostics systems say the parts should be replaced. System
operation Indicates everything Is functlon~ng normally. To date, parlially due to the lack of
confidence In the aircraft diagnostics and partially due to established habits, these type
malfunctions are not being repaired. e'snerally the diagnostics Is believed f',ulty and no
maintenance action Is taken until another Item malfunctions rendering the system
Inoperative. This experience shows that changing existing practices Is slow. If it Is
confused with the lack of confidence in the diagnostics, the change Is even more difficult.

Tne Unit Under Test (UUT) designer, ATE manager, and automatic test
equipment designer are all vital elements In determining what off- equipment testing Is
required. Once the option for automated testing is confirmed, the ATE designers must
convince the UlJT designer to Incorporate "Design To" criteria for maintainability, reliability
and testability. Care must be taken to define the need for ATE, how the ATE is to be
used, how the UUT will be designed for built-in test and Interfacing abilities. ATE
effectiveness is directly and Immediately dependent upon this co development with the
unit under test. The following support trade-off factors must be zonsidered when
developing the UUT "Design To" criteria:

1. The mi,.ntenance concept and requirements imposed by the Repair Level

Analysis of the system

2. Requirements of the built-in test for the UUT

3. The effectiveness of UUT functional partitioning
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4. The ability to Insert In the UUT test points

5. Design limits on reliability and maintainability.

Hisworically, probably the prime reason for dissatisfaction with a weapon
system's diagnostic oapabillty Is the unnecessary removal of "goodw Items when
conducting corrective maintenance. The designer must be aware of the causes for the3e
unneceosary removals,

A field survey team (details of the survey are contained In RADO-TR-83-2
"Study of the Causes of Unnecessary Removals of AvlonIc Equipment*) visited 12 AFB's
In 1979 to determine the causes of this problem. When the survey was completed, a
study analyzed the data and categorized the causes. The following major causes of
unnecessary removals (URe) are listed along with the percentage of all URs for which
they are responsible.

Ineffe vIe 1I1T - 31%

This problem relates to built.In.test designs which provide Incomplete or
ambiguous Information to alrorew and Vround crew operators. Such Incomplete
Information Is the reason that operators must *Interpret* BIT Indications. Thus, there are
Instanoes when BIT Indications are misinterpreted and an avionic equipment Is
erroneoualy reported as malfunctioning. Such "malfunctlons* are termed false alarms and
result In a CND or UR classification. These false alarms may either Indicate a malfunction
In a serviceable equipment when there Is actually no malfunction In the system, or may
not Indicate a fault when one exists In the equipment.

This problem Involves control of the work habits of maintenance technicians,
Although. a lack of such support m~y be a result of t"e current short supply of middle
management personnel, sptoal attention of supervision Is often necessary to maintain
control of the UR rate.

Lack of adequate troubleshoot ig, Incorrect use of test equipment, improper or
Inadequate documentation, and liack histurloal tracking of alruraft and LRUs for
Intermittent problems all tend to point to t:.e lack of effective direct supervIslon.
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Mananement Diredtlves. 11%

This problem relates to bypassing the normal standard troubleshooting
procedures to obtain quick response turnaround times for priority sorties. There are timos
when turnaround time Is most important and any supporting action Is justified. However,
this type of nonstandard action should be under regular surveillanoc by auditing
personnel.

TeTst Eauloment Difference. - 10%

Test equipment differences between different levels of maintenance were noted
by the survey team on relatively "new" equipment. A lack of commonality In the
oalibration of test equipment was also discernled by the field survey team at one repair
facility, At one AFS, certain LRUs received from the repair depot are retested because of
the lack of commonality between level test equipment and depot level test equipment.

IneffetUve or Missng Test Eaulomert - 9%

This Includes heavy or bulky test equipment. In most cases Ineffective, heavy
or unwieldy test equipment Is the same as missing test equipment since It Is not used. In
this case, nonstandard troubleshoting Is employed.

Inadeoilfte Skill - 7%

Inadequate skill of maintenance technicians In the use of T.O.s, test equipment
and troubleshooting procedures relates to the technicians' inability to completely cope
with the relatively high technology of electronic equipment. This cause of URs Is due to
the technician not remembering details of his past training; be It formal, on-the-job
training, technical readings or just familiarization with equipment and/or avallablo
dIngnoetlc methods.

In addition to the above, the problem of inaccessibility cannot be overlooked.
An Inaccessibility problem can have a significant Impact on the unnecessary removal r;•e.
When LRUs are not readily accessible due to some restricted location, the removal of a
suspect LRU may require the removal of one or more adjacent LFUs. Also, the difficulty
In reaching a suspect LRU may preclude an on-equipment check, and the suspect LRU Is
removed and sent to the I-level shot for bench check.
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4.0 MEANINGFUL PREDICTION AND ASSESSMENT METHODOLOGY

In-process assessment of diagnostics achievements has, In the past, been loes
than adequate. In fact, one of the most definitive and often repeated B-1B lessons Is the
need for an operational period to mature the diagnostic design. That lesson Is described
below In paragraph 7.0. Prediction and assessment techniques have, in the past, failed to
prWvide suffiocent Information to uncover all of the Inadequacies and shortcomings.
Signifleant emphalss Is currently being placed on testability analysis, reliability, and
r' iIntainability assessment tools under the umbrella of Computer-Aided Acquisition and
Logistic Supoort (CALS). With that emphasis, one should expect great Improvements In
assessment techniqueb. The point for the design engineer on this subject Is that the
results of these predictions and assossments must be Incorporated Into the dosign so
diagnostics requirements will be fulfilled.

Methodology

The CALS Initiative would Include diagnostics testing as an Integral part of CAD
dst ~gn. The concept Is that rules and techniques would be established In the CAD
machine. As a specific Item Is designed, It is constantly checked for test access, built.in
test capability, or whatever other rules that have been esetalished.

This concept works fine for evaluating the diagnostic characteristics of a single
elentronlo assembly. Evaluation of a weapon system's central test system Is another
question. Foi the B-1B, a complete Integration lab was developed to test the dlagnostlcs
software In a functional environment. That process wis useful, but still under the bast of
lab conditions some things could not be developed to the optimum level. An excellent
example Is the philosophy for checking the thrust of a jet engine. Simulated lab
conditions equate more to an aircraft being on the ground. There thrust Is compared to a
reference schedule of gross thrust versus turbine blade temperature at two discrete
operating points. These two points are the Intermediate and maximum power settings.
To develop an In-flight thrust check, a reference has to be calculated to monitor
performance across the entire power range. This reference is obtained by comparing the
engines In synchronization to one another in flight. This referencoe requirement, plus
many preconditions neoeeaary for calculating or examining thrust, dictated actual flight
testing for development of a valid check.
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Feedback StUUCtr

Time Is needed to assure that the design benefits form the assessment
process. Logically, one does not need a whole lot of experience to understand this.
However, It was proved once again on the B-1 B aircraft that compresed schedules tend
to eliminate this time. Concurrent Full-Scale Development and Production meant that the
funding for studies and analysis occurred so late that results oould not be Implemented.
When this happens, management direction Is needed; however, management cannot take
any action unless the problem Is brought to their attention. The design engineer must
notify management or the magnitude of the problem will Increase with the passage of
time.

Information Flow

A concer often expressed by many design engineers Is the delay in receiving
formal products generated with the MIL-STD-1388 process. Certainly this delay can
create concerns. Who wants to think the design Is stable only to discover major changes
are required? The driving factors often necessitating these changes are studies
performed for maintainability and testability. The design engineer who realizes this and
develops a close working relationship with the personnel performing these studies will
have fewer surprises. Experience has taught many times that It Is much easier to
communicate and Incorporate changes during the Initial design effort. Trying to make
changes later Is expensive, time consuming and often produces less than optimum
results.

8.0 DESIGN REVIEWS

Formal Design Reviews provide the opportunity for the contractor to
demonstrate to the customer the present design and what future design efforts hope to
achieve. If the contractor can demonstrate that he Is meeting the specifications, the
customer can ask no more. It Is the role of the design engineer to assure that sufficient
design has been performed prior to Design Reviews, which can demonstrate with a
degree of confidence, that diagnostic requirements are being fulfilled.

Scheduling

It's either too early or too late. Picking the optimum time for reviews Is very
important. Reviews need to be conducted after the design is sufficiently defined to make
the evaluation but before It Is too late to make design changes. The design engineer
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needs to participate in schedule development to ensure that a reviewable product Is
available at the scheduled time.

The only Identified lesson learned from experience Is that the scheduling for
formal reviews is typically determined at the beginning of the program. The stage of the
design for the review Is then whatever It Is at the scheduled time. This Is not necessarily
bad, because typically the designern' Influence the work schedule toward having a
reviewable product on the established schedule, Usually, reviews cannot be moved out
without jeopardizing program schedule3. Designers must guard against committing to a
schedule with goals that are unrealistic,

Review Emphasle

Messages are sometimes sent to designers which can be misinterpreted,
Informing them where they should place emphasis. This misinterpretation Is based on the
Importance an Item Is given In the reviews. If the Government Program Manager and his
review team place little emphasis on diagnostics, designers get the message that
diagnostics are 'not Important." This has often been done unintentionally In the past by
quickly passing over the subject In the reviews, or otherwlie Indicating a minimal concern.
The design engineer must not forget the Impootance of diagnostics, especially In cases
where the Government review team has placed little emphasis on the subject.

6.0 DEMONSTRATIONS

Demonstrations are, in general, another form of a formal review. Thus, most of
the points made in the previous section also apply here.

Timellines

The opportune time for final demonstration of diagnostics does not exist, If a
purpose of the demonstration is to identify corrective actions. Efforts to schedule
demonstrations early enough to minimize the Impact of "failure" have, in the put, resulted
In the simulation of too many conditions and resources. To perform a complete
diagnostics demonstration, all operational diagnostics tools must be In place. This
Includes support equipment (If appropriate), training, technical publications, and any other
applicable diagnostic tool. Attempts to simulate or work around the absence of these
operational items does not provide for a complete demonstration.
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Silwiated vs. Operational Conditions

This problem can be demonstrated by experience with a recent modification
program on the F-1 11D Attack Radar. The modification was major.-mainly made to
improve reliability and maintainability. One significant portion of the modification was the
re-work of the built-in test (BIT) capabilities.

The design job seemed to be done very well. Design Reviews were passed.
Demonstrations of the new BIT performance In the laboratory exceeded the specifications
and expectations. All looked like a Job well done and the contract was considered
complete.

The problem was that on the aircraft, In operstionsi conditions, the BIT does not
do so well. The SIT serves two functions, one being to advise the alrorew If the selected
mode Is operational, the other serving as a diagnostics aid to maintenance personnel,
Tho alrorew function performs well, which Is not surprising, being part of the basic
operational requirement. However, the diagnostics portion of the software used In the
fault Isolation process has required extensive re-work. At first glance, one Is led to believe
that the simulated and operational conditions must differ greatly. This being the case,
how does one explain that problems reported during field operations can later be
demonstrated under laboratory conditions? Performing demonstrations with the primary
objective of showing operational requirements are being fulfilled, with diagnostics given
secondary concern, only delays finding problems In that area. An Important point to
remember Is that diagnostics must be given equal consideration to operational
requirements and the Demonstration phase Is another chance to Identify and start
correcting diagnostic problems.

Providing for Resources

Schedulinglobtaining resources for the demonstration Is an early function. This
requirement has often been overlooked or minimized In the past. Design engineers
Involved In the demonstration process should be fully aware of the demonstration
plan/requirements and assure that required assets are inputted for Incorporation in top-
level planning documents.

7.0 MATURATION

Maturation Is a phase which has been Idertifled as necessary primarily during
devylopment of new systems/technology for the embedded and external diagnostic
capability. One especially critical area for theme systems is the Inherent requirement for
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testing under actual operating conditions. Maturation becomes necessary to reflA6 test
method/fault limits/diagnostics logic embedded within the diagnostics software pr6grams
that operate these systems. The predicted operating characteristic of the various on-
board systems must be compared to the actual operating characteristics of these systems
as they Interface with other systems under varying environmental conditions.

Early Planning

One thing learned on the B-lB Is that the design engineer must keep
management Informed of the considerable time and resources necessary for maturation.
The original B-1B development plan was to mature the diagnostics system (CITS) on 70
FSD flights. That would, it was thought, provide a mature system at the time of the first
deployment of the B-1B to an Air Force Main Operating Base. Early In the Full-Scale
Development Phase, It became evident that the plan would not be sufficient. A new plan
was developed to use 408 SAC sorties over the years 1985 and 1988. The wing did not
fly the required number of sorties over that time period and the program was extended
through November of 1987. Additional aircraft deliveries and an Increase In sortie
generation rate produced a total of 1009 sorties by the end of that period. With that
number of sorties, sufficient data was gathered to Indicate an acceptable level of
performance. At this point, It Is estimated that as a general rule, at least 400 to 500
sorties will be required to mature an on-board test system like the CITS. Maturation time
Is difficult to estimate and as learned on the B-1 B changes will have to be made as the
process matures.

Operational or Flight Test Environment

How does one plan for 500 sorties prior to production? Is a plan to fly four FSD
aircraft on the average of once every three calendar days for a year reasonable? Is a
limited production block appropriate for maturation? These are questions which the
design engineer must oonsider when advising management of schedules early In program
planning,

Experience has Identified one additional consideration to be Included In making
these decisions. That consideration Is the Impact a partially working diagnostics system
has on the maintenance technician. If technicians lose confidence In a diagnostic aid,
they will not use. Further, it Is hard to convince them that the Item has been Improved and
that now they can have confidence In It. Many maintenancoe technicians on the B-1 B, F-
11I and other systems who have been exposed to Inaccurate diagnostic methods have
never been convinced to use an "Improved" version. All B-1B operating bases have the
same current version of CITS. Field data shows, however, that the bases exposed to the
earliest and poorest version of CITS continue to have the highest false alarm and cannot
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duplicate maintenance rates. This Is due to the lack of trust still carried from the early
experience. Thus, it is important to accomplish maturation away from the majority of
operational twohnioians, If possible.

ImplemenUng Maintenance Concept

If the maintenance concept utilizing the planned diagnostics is significantly
different from that with which the established technician Is familiar, special training will
need to provided. The B-1 B conflict between using CITS or system performance to rule
that a failure has occurred was discussed in paragraph 3.0 of this appendix. Trends are
also In place today to Isolate to and replace modules on the aircraft rather than the large
"boxes" of the past. Utilizing the diagnostic indication produced during flight without
further ground vedficatlon Is also a current trend. Each of these "new" concepts must be
thoroughly understood by the technicians, so that the maturation results are consistent
with the planned fielded maintenance concept. Making changes Is never an easy
process and the maintenance technician Is no exception to this concept.

8.0 SUMMARY

Diagnostics Is not a simple matter and the perfect situation portrayed in the
Introduction has yet to be achieved, Instead of the failure being Identified to one LRU,
often the ambiguity group Is as many a four LRUs. The ATE which can Isolate the failure
to a single failed component would be the ideal solution but, more likely than not, It will
only be one or sometimes several Shop Replaceable Units (SRUs) or a particular group of
SRUs. The steps covered here are only some of the very basic ones required to insure
good diagnostics. However, looking at many different programs, one finds even these
simple steps have been omitted, or perhaps accomplished, at a time too late to have the
desired results. The reasons are many: poor communication of needs or goals, time
frame restrictions, money, and failure to properly consider the Importance of diagnostics.
To ensure diagnostics, it must be addressed at all phases and be given equal importance
to other performance requirements. If the system cannot be maintained, it can never
meet Its operational requirements.
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CHECKUST

• Studies, analyses, and feedback take time. They need
to be scheduled so that their results can Influence
the design.

U'.Test equipment designers need to have an Input regard-
ing the design requirements of the units to be tested.

U' Proper priorities need to be demonstrated by both
government and Industry If diagnostics Is to be
properly implemented.

Ur Specifications must be well defined and represent
exactly what Is needed.

U' Real operating time Is required for maturation of
the diagnostic system--lots of It.
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LIST OF ACRONYMS

ABI Avionics Bus Interface
ADA Adaptive Diagnostic Authoring
ADS Adaptive Diagnostic System
AFLC Air Force Logistics Command
ADP Automatic Data Processing
AFSC Air Force Systems Command
Al Artificlal Intelligence
AIDA Corporation- Santa Clara, CA
ALU Arithmetic Logic Unit
AMO Army Materiel Command
AMRAAM Advanced Medium Range Air-to-Air Missile
ASIC Application Speolfic Integrated Circuit
ASTEP Advanced System Testability Analysis Program
ATE Automatic Test Equipment
ATF Advanced Tactloal Fighter
ATG Automatic Test Generator
ATLAS Abbreviated Test Language for AJI Systems
ATPG Automatic Test Pattern Generator

BCPE Blphase Correlator Processing Element
BDL Behavioral Design Language
BILBO Built-In Logic Block Observation
BIST Built-in Self Test
BIT Built-In Test
BITE Built-in Test Equipment
BLM Behavioral Logic Model
BMM Bulk Memory Module

C/ATLAS Common Abbreviated Test Language for All Systems
CAD Computer-Alded Design
CADAT Computer-Alded Design & Toot
CADAT O Computer-Alded Design & Test, Version 6
CADBIT Computer-Aided Design for Built-in Test
CAE Computer-Aided Engineering
GALS Computer-Aided Acquisition & Logistics Support
CAMELOT Computer-Aided Measure for Logistic Testability
CASS Consolidated Automated Support System
CATS Computer-Aided Test System
CDDB Common Diagnostic Data Base
CDL Circuit Description Language
CDR Critical Design Review
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CDRI Contract Data Requirements List
CEP Count Enable Parallel
CEPS CITS Expert Parameter System
CET Count Enable Trickle
CFE Contractor Furnished Equipment
Ci Configuration Items
CITS Central Integrated Test System
CLK Clock
CLR Clear
CMC CITS MaIntenance Code
CMOS Complementary Metal Oxide Semi-Conductor
CML Current Mode Loglo
CMOs Complimentary Metal Oxide Silicon
CND Cannot Duplicate
CNO Chief of Naval Operations
COPTR Controllabillty-Odservablilty.Predictabllity Testablilty Report
CPCI Computer Program Configuration Item
CRC Cyclic Redundancy Check
CS0 Computer System Component
CSCI Computer Software Configuration Item
CSDM Computer System Diagnostic Manual
CS1 CADAT Systems Interface
CSOM Computer Software Operators Manual
CTE Commercial Test Equipment
CTF Controllability Transfer Factor
CY Controllability

D-Level Depot Level
DAISY Manufacturer Name . Mountain View, CA
DATPG Digital Automatic Test Program Generator
DODD Data Base Design Document
DCP Decision Coordinating Paper
Deo/Val Demonstration and Validation (Phase)
DFT Design For Testability
DIA Defense Intelligence Agency
DID Data Item Description
DIP Dual In-line Package
DMUX Demultiplexer
DoD Department of Defense
DoD-D DoD Directive
DoD-INST DoD Instruction
DNE Data Network Element
DT&E Development Test and Evaluation
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DTA Daisy TestabliltyAnalyzer

EARS Engineering Access Routine Set
ECL Emitter Collector Logi9
ECC Error Corroting Code
ECL Emitter-Coupled Loglo
ECP Engineering Change Proposal
EDIF Electronic Design Interchange Format
EIA Electronics Industry Association
ESU Element Supervisor Unit
ETE Electronic Test Equipment

FA False Alarm
FA Feedback Analysis
FCA Functional Configuration Audit
FD Fault Detection
FEFi Fraction of Erroneous Fault Isolation Results
FFD Fraction of Faults Detected
FFI Fraction of Faults Isolated
FI Fault Isolation
FIG Fault Isolation Group
FIPAD Failure Indentificatlon, Prevention and Detection
Fie Fault Isolation System
FLEX Name (Navy Support Cost Model)
FMEA Failure Modes and Effects Analysis
FMECA Failure Modes, Effects and Criticality Analysis
FOM Figure of Merit
FOT&E Follow-On Opemtlonal Test & Evaluation
FPPE Floating Point Processing Element
FRACAS Failure Reporting, Analysis and Corrective Action
F80 Full.Soale Development
FSM Firmware Support Manuel
FYDP Five Year Defense Plan

GFE Government Furnished Equipment
GIMADS Generic Integrated Maintenance Diagnostics
GM Global Memory
GPETE General Purpose Electronlo Test Equipment
G5E Ground Support Equipment

HDL Hardware Description Language
HITAP Hi-TestabIlity Analysis Program
HITS Hierarchical Integrated Test Simulator
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HSDB High.Speed Data Bus
HW Hardware
HWCI Hardware Configuration Item

I-Level Intermedliate Level
I/0 Input/Output
IC Integrated Circuit
ICE Integrated Conceptual Environment
IONIA Integrated Communicatlons, Navigation &

Identification
ID Interface Device
ID Integrated Diagnostics
IDD Interface Design Document
loss Integrated Diagnostics Support System
IFTI: Intermediate Forward Test Equipment
IGES Initial Graphics Exchange Specification
ILS Integrated Logistic Support
ILSP Integrated Logistio Support Plan
IMIS Integrated Maintenance Information System
I/o Input/Output
IOTUE Initial Operational Test & Evaluation
IPS Integrated Program Summary
IR8T Infrared Search and Track
ISPS Instruction Set Processor Specification
ITO International Test Conference
ITP Integrated Test Plan

JTAG Joint Test Action Group

KGM Key Generator Module

LANA Local Area Network Acceleration
LCC Life Cycle Cost
LOCA TM Life Cycle Cost Analysis
LCC Family
of Models Life Cycle Cost Family of Models

LFSR Linear Feedback Shift Register
LCCC Leadless Chip Caruier
LDCC Leaded Chip Carrier
LED Light Emitting Diode
LFSR Linear Feedback Shift Register
LOGMOD Logic Modeling
LRM Line Replaceable Module
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LRU Line Replaceable Unit
LSA Logistic Support Analysis
LSAP Logistic Support Analysis Plan
LSC Logistic Support Cost
LSI Large Scale Integration
LSL Large Scale Linear
LSSD Level Sensitive Scan Design

MASA Modular Avionics System Architecture
MATE Modular Automatic Test Equipment
McLDL (Microelectronics Center) Loglc Descriptlon Language
MCTBF Mean Calendar Time Between Failures
MD Maintainability Demonstration
MD Multiplexed Data
MDT Mean Down Time
MIDAS Modular Integrated Design Automation System
MIL-STD Military Standard
MIMOLA Machine Independent Microprocessing Language
MIPS Million Instructions Per Second
MISR Multiple Input Signature Register
MMIC Monolithic Microwave Integrated Circuit
MMS Mission Management System
MMST MIMOLA Module for Self Test
MNS Mission Need Statement
MSI Medium-Scale Integration
MTBF Mean Time Between Failures
MTBUM Mean Time Between Unscheduled Maintenance
MTE Manual Test Equipment
MTTI Mean Time to Isolate
MTTR Mean Time To Repair
MUX Multiplexer

NDI Non-Developmental Items
NLFSR Non-Linear Feedback Shift Register
NMOS N-Channel Metal Oxide Semi-Conductor
NSIA National Security Industrial Association
NSM Network Switch Module
NVBMM Non-Volatile Bulk Memory Module

O-Level Organizational Level
OJT On-the-Job Training
OSC Oscillator
OT&E Operational Test & Evaluation
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OTF Observability Transfer Factor
OUSD(A) Office of the Under Secretary of Defense

(Acquisition)
OY Observabillty

p31 Preplanned Product Improvement
PAT&E Production Acceptance Test & Evaluation
PCA Physical Configuration Audit
PCB Printed Circuit Board
PDR Preliminary Design Review
PGA Pin Grid Array
PIA Programmable Interface Assembly
PLA Programmable Logic Array
PLCC/PCC Plastic Leadless Chip Carder, Plastic Chip Carrier
PMRT Program Management Responsibility Transfer
PPBS Planning, Programming and Budgeting System
PROFILE Name
PROD/DEP Productlor/Deploytnent (Phase)
PRR Production Readiness Review

RADC Rome Air Development Center
RADSS Random Access Dynamic Set Scan
RAM Random Access Memory
RDGT Reliability Development/Growth Test
RF Radio Frequency
RFP Request for Proposal
RISE Readiness Improvement Through System Engineering
ROC Required Operational Capability
ROM Read Only Memory
RTL Register Transfer Language
RTOK Retest OK

SAE Society of Automotive Engineers
SCOAP Sandia Controllability/Observability Analysis
SCP System Coordinating Paper
SDDD Software Detail Design Document
SDI Scan Data In
SDLC Sychronous Data Link Control
SDO Shift Data Out
SDR System Design Review
SDS Schematic Design System
SEMP System Engineering Management Plan
SERD Support Equipment Recommendation Data
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SHARP Standard Hardware Acquisition Requirement Process
SI Sensor Interlace
SILVER LISCO Corporation - Menlo Park, CA
SIT System Integrated Test
SMD Surface Mounted Device
SMS System Management System
SO Small Outline
SON Statement of Need
SOW Statement of Work
SPICE/PSPICEProgram Name
SPM Software Programmer's Manual
SRA Shop Replaceable Assembly
SRR System Requirements Review
SRU Shop Replaceable Unit
SSl Small-Scale Integration
STATGRADE Name . Statistical Fault Analysis Gateway Design
STAMP System Testability Analysis Maintenance Program
STD Software Test Descriptions
STLDD Software Top-Level Design Document
SUM Software User's Manual
SW Software

T/D TestabIllty/Diagnostics
T&E Test & Evaluation
T Testability
TAB Tape Automated Bonding
TAH Testability Analysis Handbook
TBD To Be Determined
TCG Timing and Control Generator
TEMS Turbine Engine Monitoring System
TEMP Test & Evaluation Master Plan
TESTGRADE Name - Test Vector Grading
TFOM Testability Figure of Merit
THESEUS Name
TI Technical Information
TIATA Technical Information & Training Authoring
TISSS Tester Independent Support Software System
TM Test and Maintenance
TO Technical Orders
TP Test Point
TPI Test Program Instruction
TPS Test Program Set
TRD Test Requirements Document
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TRITAC TriService Tactical Comm. Program
(Joint Services C&C)

TRR Test Readiness Review
TTL Transistor-Transistor Logic
TY Testability

UMDP Univeral Mask Data Preparation
UPE Universal Pin Electronics
URR Ulta-Rellable Radar
UUT Unit Under Test

VHDL VHSIC Hardware Descriptive Language
VHSIC Very High Speed Integrated Cimult
VLSI Very Large Scale Integration
VMS Vehicle Management System
VPE Vector Processing Element

WaS Work Breakdown Structure
WRA Weapon Replaceable Assembly
WSTA Weapon System Testabillty Analyzer

XOR Excluslve-or (gate)

ZIF Zero Insertion Force
ZYCAD Company - St. Paul, MN
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3.2.2 TDES - Testable Design Expert System 70
3.2.3 TEA - Test Englneers Assistant 72
3.2.4 TISSS - Tester Independent Support Software System 74
3.2.5 Printed Circuit Board Testability Design

Guide and Rating System 77
3.3 Diagnostic Authoring Tools 78
3.3.1 Generic Diagnostic Authoring Tools 78
3.3.1.1 CATA- Computer-Aided Testability Analysis 80
3.3.1.2 GIMADS Dlagnostio Library - Generic Integrated

Maintenance Diagnostics Program 81
3.3.1.3 IDSS-ADA - Adaptive Diagnostic Authoring 83
3.3.1.4 IDSS-TIATA - Technical Information and

Training Authoring 85
3.3.1.5 TGIR - Test Generator Inferred Reasoning 87
3.3.1.6 Al-TEST - Artificial Intelligence Test 89
3.3.2 Automatic Test Generation Authoring Tools 92
3.3.2.1 AIDA - Corporation - Santa Clara, CA 95
3.3.2.2 HITS- Hierarchical Integrated Test Simulator 96
3.3.2.3 LASAR VER 6; PROSECUTER 97
3.3.2.4 SOCRATES - Structure-Oriented, Cost Reducing,

Automatic Test Pattern Generation System 98
3.3.2.5 THESEUS 101
3.3.2.6 ZYCAD; Next Gen 103
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4.0 ASSESSMENT TOOLS 105
4.1 Inherent Testability Analysis Tools 105
4.1.1 CAFIT - Computer-Aided Fault Isolation Testability 108
4.1.2 CAMELOT-Computer-Aided Measure for Logic Testability 110
4,1.3 COMET - Controllability and Obselvabiflty Measurement

for Testability 112
4.1.4 COP - Controllability and Observabilty Program 114
4.1.5 COPTR - Controllability - Observabllity -

Predictability - Testability Report 116
4.1.6 DTA- Daisy Testability Analyzer 118
4,1.7 FACE - Fault Coverage Estimation 120
4,1.8 HECTOR - Heuristic Controllability and

Observabillity Analysis 122
4.1.9 HITAP - HI-Testability Analysis Program 124
4.1.10 IDSS-WSTA - Weapon System Testability Analyzer 126
4,1.11 ITTAP - Interactive Testability Analysis Program 127
4.1.12 PROTEST - ProbabIlistic Testability Analysis 129
4.1.13 SCOAP - Scandia Controllability/Observablllty

Analysis Program 131
4.1.14 STAMP - System Testability and Maintenance Program 133
4.1.15 TY CHECKLIST . Testability Checklist 134
4.1.16 THESEUS - Name 136
4.1.17 TMEAS - Testability Measurement 137
4,1.18 VICTOR - VLSI Identifier of Controllability,

Testability, Observablilty, and Redundano 139
4.2 Diagnostic Effectiveness Tools 140
4.2,1 Test Strategy Tools 140
4.2.1.1 ACE - Apt Computational Environment 143
4.2.1.2 ASTEP - Advanced System Testability Evaluation 145
4.2.1.3 I-CAT - Intelligent Computer-Aided Test 147
4.2.1.4 IDSS - WSTA - Weapon System Testability Analyzer 149
4.2.1.5 LOGMOD - Logic Model 152
4,2.1.8 PROFILE - Name 154
4.2.1.7 STAMP - System Testability and Maintenance Program 156
4.2.1.8 TESAP - Test Strategy Assessment Program 159
4.2.1.9 TIME - Testability Interflaced Maintainability

Estimates 161
4.2.2 Fault Simulation Tools 163
4.2.2.1 AIDA - Corporation, Santa Clara, CA 15
4.2.2.2 BITGRADE - Build-In Test Grade 167
4.2.2.3 CADAT 6 - Computer-Aided Design & Test, Version 8 169
4.2.2.4 HITS - Hierarchical Integrated Test Simulator 171
4.2.2.5 IKOS 800 174
4,2.2.6 LASAR VER 6: JUDGE 177
4.2.2.7 QUICKFAULT 178
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4.2.2.8 STAFAN - Statistical Fault Analysis 181
4.2.2.9 STATGRADE-Statlstical Fault Analysis Gateway Design 183
4.2.2.10 TESTGRADE - Test Vector Grading 185
4.2.2.11 ZYCAD - Company, St. Paul, MN 187

5.0 DEMONSTRATION TOOLS 190
5.1 MIL-STD-471A - Maintainability

Verflfcatlon/Demonstratlor/Evaluatlon 191

6.0 MATURATION TOOLS 194
6.1 CITS/CEPS - Central Integrated Test

System/CITS Expert Parameter System 195
6.2 IDSS-FA - Feedbaok Analysis 197
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1.0 OVERVIEW

This appendix provides Information concerning many types of tools that
are useful In performing a multitude of tasks required to Include
testability/diagnostic capabilities into functional designs throughout each and every
phase of the acquisition process.

Many types of tasks require many types of tools. Some tools provide a
framework so that other tools may operate. We have called this type, "Tools for
Tools," There are two "tools" of this type Included In this document.

There are guidance type tools, such as military standards. There are
parametric models which are tools that are algorithmic and calculative In nature.
One puts various parameters Into a parametric model and obtains certain
parameters of Interest from It. Models of interest of these types are Availability,
Life Cycle Cost (LCC) models, Level of Repair (LOR), and Logistic Support
Analysis Records (LSAR).

Mention must be made to the software design systems that perform on
engineering workstations as well as to the software utilities that compose these
systems. Therefore, both types were Included Into this document and may appear
next to one another when they are listed.

There are a variety of types of software utilities. There are digital
simulators, analog simulators, and simulators with capabilities to simulate both
digital and analog, which we call mixed mode,

There are dependency models that serve In defining and assessing
testability/diagnostlc capabilities, some of which come In the form of a software
utility. Some expert systems, another type of tool, use dependency modeling
within their framework. Expert systems, a branch of Artificial Intelligence (AI), are
finding applications in defining and assessing the testability/diagnostl capability
arena and a few of them are Included In this document.

There are software utilities available that provide and display Information
and others that process information. Still others provide test engineering
assistance such as calculating controllability and observability figures.

Last, but not least, Is the checklist, useful both In establishing goals
and/or requirements and assuring that these requirements have been met.

A fact sheet, for characterizing In a normalized manner each of the
software tools surveyed, Is provided In Table 1.
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Table I
Fact Sheet Utilized to Characterize Each

Software Tool Surveyed

NAME: The product's acronym followed by the full name.

YEAR: The year the product was first Introduced and/or the year of the present
version.

FUNCTION: A brief description or listing of the functions, propose, or capabilities of
the tool.

CAPABILITY: The maximum or typical size of the circuit or system the tool Is
performed on.

CPU TIME: A statement to provide an Idea of how much CPU time will be
consumed when processing a circuit or system of the above capacity. Any other
fact relating to process speed can also be stated here.

APPLICATION: VLSI PC0 SUBSYS SYSTEM

The level or levels of Integration for which this tool can provide any assistance Is
underlined. Most of these fact sheets have been reviewed and corrected by the
developer. Developers tend to be more optimistic on how many levels of
Integration their tool will apply,

ACQUISmON PHASE: CONCEPT DEMNVAL FSD PRDCTN DPLYMNT

The phase or phases during which this tool Is useful Is underlined. See above
note.

PUBLIC DOMAIN? Y/N

A "N" means the public cannot obtain the tool. A few tools have been Included with
"N" underscored for academic purposes. Whenever a "Y" has been underscored,
there follows either "(GFE)", "(UNIV)", or "(PRTY)". GFE stands for Government
Fumished Equipment, UNIV stands for "university", and PRTY stands for "priority".
GFE software Is distributed by the U.S. Government at a minimal price. UNIV
software Is distributed by the university responsible for Its development at a
minimal price. PRTY software Is published to make a profit for the company that
developed It, Although GFE or UNIV software does have a minimal price attached,
It Is considered to be "FREE" and PRTY software is considered "FOR SALE".
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SPICE (not PSPICE) Is an example of a university developed tool that Is available
at a minimal price. TDES Is an example of a university developed tool that Is not
available. FACE, VICTOR, and PROTEST are three university developed tools
wherein the Information as to their public access Is not available at this time. The
availability of ITTAP, developed by ITT-LSI Technology Center, Is also unknown at
this time.

DESIGN ENV: Stated here are what computer platforms the tool will run on, what
design system the tool Is a part of, and/or what language the program Is written in.

CIRCUIT DESCRIPTION: All tools of the type Included In this section require that
the circuit or system first be described either In a particular HDL, a netllst, a
functional block diagram, etc. A statement as to how It Is described Is provided
here.

USE PREREQUISITE: Listed here are requirements that must be met prior to
using the tool other than describing the circuit. Here Is also where the Input
parameters would be listed.

DEVELOPER: The name of the company or Individual responsible for developing
the tool.

COMMENT$: Statements or facts not yet mentioned that would be Important to
someone who may want to use the tool. What Is most unique about the product Is
Included here.

REFERENCES: Sources of more Information and/or where to obtain the tool Is
listed.
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All of the tools of all of the tool types mentioned above have been
categorized by function (i.e., Requirement, Design, Assessment and Maturation).
These categories are listed horizontally in Table 2 and the various tool types are
listed vertically. The tools themselves are listed in this matrix. To find when a tool
is used or for what task, look up to find Its column heading. To find what type a
tool Is, look to the left to find its row heading.

In the chart, you see arrows to the left and to the right of most of the
tools, This signifies that the tool, or group of tools, Is useful In performing more
categories of tasks than the ones delegated to it in this document. Positioning
these tools on the chart was difficult and it may, unintentionally, generate some
disagreement, Bear In mind that the Intent of the chart Is simply to provide a
broad overview of the tools to help distinguish the forest from the trees.

Often there are many tools of the same type that are used for the same
tasks and It would have been Impossible to fit them all In the proper location on the
chart. For this reason, numbers have been assigned to the tools according to how
they have been categorized In this document. For example, 2.1.1 would be the
first tool described In the first subheading, "Establishing Requirements," for Section
2, "Requirements." The numbers 3.3.2.3 refer to the third tool listed In the second
subheading, "ATPG's," which is part of the third subheading, "Diagnostic
Authoring," which Is part of Section 3, "Design Implementation."
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TABLE 2. TYPES OFTE'STABILITY/DIAGNOSTIC TOOLS vs. AREAS OF APPLICATION

APPLCATION REQUIREMENr'TS DESIGN ASSESSMENT MATURATION
IMPLEMENTATION

TOOL
TYP_... ST,. ALLOC. OPT. RISK ARCH. RULES AUTH. INH.T. 0FF. DEMO, FDBK, c ANAL.

3.1.2
I. TOOL FOR A/UCE -. 1.2

TOOLS 3.2.4
11TSSS-

11. MIL-STDS 1388-;A - 471 (5.1)

Ill. PARAMETRIC
MODEL

a. AVAILABILIT 2.1 . ..
0%1 9 -.._ .4.14 .:

b. LCC 2.1.17 2.4.3

2.1.18Y ..
a. LOK 2.1.22

2.1.231 ,,__,_,
d. L 2.1.241

"•-PUCATION RCQUIRBAD(N DESIGN ASSESSMENT MATURATION

IMPLEM4ENTATION
TYP EST. ALLO gf-- T..K AR CH, RULES AN". 1N To EFF. DIM OA.3.1.*1 _ _ _ _ _ _ _ _ _ _ _ _ _

I. oFrAR~rE 3.1.4/ 6.2
DESIGN 3.1 .fl0. ••. ., • ss~:J:J: | 4.2.2.1/

"-4.2.2.11
a.DIGITAL SIM.<-3 :J!

b. ANALOG SIM. 3.1.12 . .. -

4.2.1.8
a. MIXED MODE -.- 4.2.1.2

4.2.1.6
4 - 3.3.1.1-

4.2.11
4.1.10/4.2.1.4d. DIEPENDENCY --'4.2.1.3

MODEL 4.2.1.5

EX C(PERT SYS. 3.2.1 43112
3-.- 3'.1.5

f. INFO DISPLAY 3.1.3
- 3.3.1.2 -

3.2.3
g. INFO 3 13...,

PROCESS 3.1.4 6.1
h. CONT/OBS 64P...N. 4.1.9'.4.1.11/4.1.13

V. CHECKLIST 4.1.15
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2.0 REQUIREMENT TOOLS

This section lists models and standard procedures, as well as software
tools that are either available or under development, to aid In establishing
optimized diagnostic requirements that are properly allocated to the various repair
levels and depict minimum risk to both mission success and life cycle costs.

These requirement tools have been categorized with the following four
subheadings:

o Establishing requirements
o Allocation
o Optimization
o Risk.

The entries will be presented In the above order.

A major Government Program established to assure proper technological
integration of these tools is knows as, "Computer Aided Acquisition and Logistic
Support (CALS)." A/LICE is a software program that has been developed to
provide a framework for the Implementation of the CALS philosophy and will be
Included first because of Its nature. It Is a tool for tools. Another tool for tools,
"TISSS,* Is briefly described In Section 3.0, "Design Implementation Tools," under
the subheading, "Design Rules and Practices.'

The criteria for a tool being listed In this section Is established by
answering the following question:

"According to engineering judgmlent, does this tool markedly aid In
the tatk of establishing optimized requirements of an effective
diagnostic system?"

There are no claims made that this Is an all Inclusive list. There are
perhaps dozens of tools that are not Included.
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2.0.1 A/LICE

NAME: AIUCE; ADA/LATTICE INTEGRATED CONCEPTUAL ENVIRONMENT

YEAR: 1985 (first operational version)

FUNCTION: The CALS philosophy Is to pool the knowledge of all the departmental
experts so that planners of a new weapon system get as much of the big picture as
possible and, thereby, greatly enhance system efficiency and the probability of
success. The CALS knowledge base requires "super" representation schema due
to the fact that It must contain diverse specIaltles and often competing "llitles,"
Including, Reliability, Maintainability, Availability, ILS, Support, Design/Build,
Planning and Technical Documentation, and others. This super representation
schema is called an Integrated Conceptual Environment (ICE).

The Immediate problem of Implementing such a philosophy Is trying to standardize
upon the knowledge representing formate, knowledge that must somehow be
linked to text and graphics and also to the various emerging expert systems.
A/LICE Is an Ada coded program with knowledge lattice extension operators to
form an outline for such an ICE and to provide a method of machine hosting ICE
morphological operators In Ada. A/LICE thus presents a solution to processing the
massive and diverse knowledge requirements of the CALS program. A/LICE has
the following features:

- A/LICE can Interface with diverse expert systems regardless of
knowledge format, the language, or structures Involved.

- At the meta-level, A/LICE sees knowledge objects In lattice arrays
which can be processed using standard math array processors.

- The A/LICE high-level Instruction set will Interface with the emerging
electro-optical analog computers that will use direct capture "Image
as knowledge" processing techniques.

CAPACITY: N/A

CPU TIME: N/A

APPLICATION: VLSI PCB SUBSYS SYJTEM SYSTEM OF
SYSTEMS

ACQUISITION PHASE: QONQCEPT ,D VAL flD PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/I
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DESIGN ENV: Personal computer. using standard math array processors.

INFORMATION BUNDLING TECHNIQUE: The highest level operator set are the
"machine Instructions" anticipated In the advanced analog optical computers being
developed by DOD. In practice, Ada derived hardware description languages (like
VHDL) or Lisp extensions (such as EDIF) are simultaneously accommodated.
A/LICE conforms to the TISSS data typing protocol.

USE PREREQUISITE: Generic "CALS" Input Is anticipated.

DEVELOPER: Sirius, Incorporated (now a division of Science Applications
International Corp.),

COMMENTS: Knowledge of any kind can be fused bý simple procedures If the
source calculus Is derived from the universal structure employed. Image data,
graphic modeling Information, engineering data, and performarce data can all be
Integrated, or fused, onto a common knowledge data structure.

It Is good to note some of the virtues of Ada. Ada Is portable, malntalnablo,

reliable, modular, and easily upgradable.

REFERENCES:

1. H. T. Gorenson, "An Approach to Knowledge Structuring For
Advanced Phases of the Technlicl and Management Information
System," lt International Conference on Ada In the Space Station,
June 1986.

2. H. T. Goranson, "CALS Knowledge Bases For Assurance
Teohnologles," RAM Symposium Jan. 1987.

3. H. T. Goranson, "Research and Development Strategy For Advanced
CALS," Internal Document, Defense Advanced Research Projects
Agency, 1988.

4. Sirius Incorporated
Attn: H.T. Goranson
1976 Munden Point
VIrgInIa Beach, VA 23457
(804) 463-9110
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2.1 EstablishIng Requirements

The requirement tools of this section have been categorized with the
following subheading:

- Establishing Requirements

and have been categorized as follows:

Logistic Support Analysis (MIL-STD.1 388-1 A)

A) Readiness or Availability Models

B) Life Cycle Cost Models

a) Coat Models

b) Level of Repair Analysis Models

c) LSAR Data Base Generation

LOGISTICS SUPPORT ANALYSIS (LSA)

DIAGNOSTIC ACTIVITY

The LSA proceu identifies and defines system diagnostic requirements
and assesses diagnostic oapabilitles.

An LSA activity Is the selective application of scientific and engineering
efforts undertaken during the acquisition process, as part of the system
engineering and design process, to assist In complying with supportability and
other Integrated Logistics Support (ILS) objectives. LSA is a regulatory
requirement and Is required in all material acquisition programs without exception.

The LSA process, In accordance with MIL-STD-1388-1A, consists of the
following series of tasks that are tailored to the particular system by the Statement
of Work (SOW):

100 Series:

* Program Planning & Control - The LSA Plan documents the LSA
management structure, I.e., what LSA tasks are to accomplished,

C-13



DESIGN AUTOMATION TOOLS APPENDIX C

when each task will be completed, who will perform them, and how
the tasks are Integrated, and how results are used.

200 Seris:

Mission & Support Systems Definition - Establish supportability
objectives and supportability-related design goals, thresholds, and
constraints through comparison with existing systems and analyses
of supportability, cost, and readiness drivers. This task Is
predominantly done manually and takes many months to complete.

300 Series:

Preparation and Evaluation of Alternatives - Optimize the support
system for the new Item and develop a system which achieves the
best balance between cost, schedule, performance, and
supportability.

400 Series:

- Determination of Logistic Support Resource Requirements - Identify
tools, test equipment, spares, personnel skills, sto. These tasks are
spreadsheet Intensive.

500 Series:

* Supportability Assessment - Supportability test, evaluation, and
verification.

The LSA Record (LSAR), which Is prepared In accordance with MIL-
STD-1388-2A, documents LSA results and, In conjunction with the Joint Service
LSAR Data Systems, provides specfi output reports.

A contractor develops and submits LSA.LSAR data based on tailoring of
LSNLSAR in Contract Data Requirements Lists (CDRL), Data Item Descriptions
(DID), and ILS Statements of Work (SOW). LSA data and an LSA Plan (LSAP) are
submitted pursuant to MIL-STD-1388-lA and MIL-STD-1388-2A. A copy of the
LSAP Is also provided to a readiness support responsible agency that either
provides the contractor with the "Joint Service LSAR ADP System" as GFP or
provides validation for the contractor's LSAR Data System via a "Joint Service
Team." The contractor then develops LSA/LSAR data submissions In support of
the following program elements:

. System/Equipment Design Program
. System/Equipment Reliability Program
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. System/Equipment Maintainability Program

. Human Engineering Program

. Standardization Program

. Parts Control Program

. System Safety Program

. Packaging, Handling, Storage, and Transportability Program

. Initial Provisioning Program

. System/Equipment Testability Program

. Survivability Program

. Technical Publications Program

. Facilities Program

. Support Equipment Program
• Test and Evaluation Program
. Life Cycle Cost Program.

The 200 Series of tasks are necessary for establishing requirements,
The 300 Sedre of tasks are necessary to optimize the design. A novice desires to
know which tool to use for each of the tasks. An expert knows that these tasks
involve many disciplines, are fractionated, and that there are a vast number of tools
and models from which to choose. Trade studies carried out within the systems
engineering process Involve a team of design engineers, ILS engineers, and
specialists from various disciplines as required by the specific subject of the study.
Furthermore, one model often will be used during the tasks of establishing
requirements and also used when the design is optimized. In fact, this Is so often
the case, that any model Included In this document under the section for
establishing requirements is also Included In the section for optimization.

WHICH MODEL TO USE?

Which model to use depends on:

. The models Input and output parameters. Each program has a
different set of priorities and, therefore, the different model
parameters will have different weights of Importance, Certain models
apply more readily to some parameters than others.

. Budget, Certain models are software Intensive and are more
expensive to obtain than others, Others are libor Intensive,

. Resources. Some models require specific host computers,

MIL-STD-1388-iA, Appendix A, paragraph 40.6 recommends using
simple models during Concept Phase and more complex models with more
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detailed parameters as the design becomes better defined and a support concept
is established.

WHAT TRADEOFFS IMPACT DIAGNOSTIC REQUIREMENT GOALS?

Upon reviewing all the programs required for LSA/LSAR data
submission, those most related to diagnostic capabilities are:

Reliability, Maintainability, Testability, and Support.

What these four programs really provide Is system readiness or
availability. It Is always desirable for mission equipment to be ready and available.
The major offset to availability is coat. Availability versus coat is the most dominant
tradeoff In establishing diagnostic requirement goals. It Is always desirable for
mission equipment to cobt little. What the customer Ideally wants, therefore, is for
his mission equipment to always be ready and available and cost effective.

Both availability and cost have always been difficult measures to
accurately predict due to the complexity of all the myriads of factors that compose
a real system. Remember the battle that was lost for lack of a horseshoe nail?
This Is even true for multi-million dollar programs. To achieve accurate predictions,
more and more parameters enter into the equations and the computations became
excessive. There have been many conscientious attempts, however, to Include
most relevant factors without being too oomputationally burdensome. Also, much
of the computational burden Is eased through use of the computer.

HOW IS AVAILASIUTY MODELED?

Availability, due to Its complexity, Is rarely modeled the same way in
every detail by different programs. Consider the following definition for Availability
(Ac) provided by NAVMATINST 3000.2 summarized below. (This model differs, by
the way, from the general model provided by RADC-TR-79-309 which substitutes
MTTR for MDT.)

GENERAL MODEL: As =

MTBF + MDT

MDT - MDTs + MTTR + MLDT + MDToa + MDTt + MDTor

MDT a Mean Down Time

MDTs* Mean Down Time due to Scheduled Maintenance
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MTTR . Mean Time To Repair

MLDT a Mean Logistics Delay Time

MDToa - Average Down Time Wahing for Outside Assistance

MDTd - Average Down Time due to lack of Documentation

MDTt . Average Down Time due to lock of Training

MOTor = Average Down Tirme ace to Other Reasons

The agency responsible for establishing BIT/ETE effectiveness goals
should be keenly aware that a system designed with excellent diagnostic
capabilities will substantially reduce:

MDTe. More confidence In system checkout.

MTTR - Reduce FD/Fl times.

MDToa - Leos time for outside engineering assistance.

MDTd - Leos need for documentation.

MDTt - Less skill level required.

The trend Is to embed more and more diagnostic capability Into the BIT
function. Incorporating BIT Into a system results In varied amounts of Increased
size, weight, power, and software requirements depending upon the BIT
methodology used. These factors must be considered when making cost and
performance tradeoffs for alternate test systems.

Some other Important parameters and concepts to consider are spare
stockage levels, the logistics, maintenance, and local repair concepts, the degree
of modularlzatlon, etc. One quickly sees that one analysis using one model Is not
going to accurately establish requirement goals, Each parameter In the above
model must be separately analyzed for Its total content and how this total Is
calculated. Assumptions made must be documented so that when changes In the
assumptions occur, changes In the ocalulstlons can be understood. Numerous
operational availability sensitivity analyses must be performed to ensure a high and
stable Ao.

Although MIL-STD-1388-t A defines the LSA program requirements, It
does not define the procedurestapproaches for LSA task accomplishment, Ref[1]
has been developed to strengthen the LSA program and assist in the
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accomplishment of those LSA tasks set forth In MIL-STD-1388-1A. This document
catalogues numerous methodologies, both manual and automated, that exist within
the DoD and industry which can be used to satisfy many of the LSA task
requirements In total, or In part.

The techniques, models, and programs that compose Ref[l) will all In
some way apply to the overall task of Integrating a diagnostic capability Into a
function; however, of particular Interest are those models that directly Include a
BIT/ETE FOM either as an Input or an output. Some of these models are
referenoed In the guidance section of the BIT/ETE FOMs article when the given
FOM Is used either as an Input or an output to the model. BIT/ETE FOM
parameters most often used In the LSA process are Availability, MTTR, and MI"BF.
(BIT/ETE affect MTBF predominantly when fault tolerance Is deployed In the
functional design.)

The following four pages contain a model listing that provides some
examples of models used In part to establish Availability or System Readlness
goals during the LSA process. Both the model's acronym and Its full name are
given. To better understand what the model will do, a brief list of inputs and
outputs Is also provided, More background information may be obtained In RefRlI
which also provides sources for even further Informatlon. Ref(71 Is a good source
for Availability equations for redundant systems.
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ACRONYM fULL _NAME INPUTS OUTPUTS

2.111 ACCLOOTROM Army Communications Operational avalhsblilty Leasnt cost aet of LAWs
Oowmw~d Logisfti goal requited for sWaring
Tradeoof Model at each site which

Squ~mr reliabilty maeet the desired
bloc diagrams cpseraftnal

~avallablity goal
LRU idata ociulati
If each LAW~ ade, Set of LFIU spares

failure rate, density, reqie" ~ i.t
mean time to resotoe aclier cff-ulte
on~ults, repair Omer fm rate"
location. washout deshrd
rates, and produs~on i-i 6 ~
lood WeToa a lL s

spared per site at
asees suppmorts, sand

ofea~ga order
anid sh* tens kma-~ Owasd usamperle
to she Nid olf-elte,

1.1.2 ARLONP Army Lqlstue Plyin program Mie mission scomes rate
Capa*iliy which maN 0 " 0
Assessement which irwiuds mission ~ Ap* sem-nd den,* *

hews per alroralt, do. Aircraft
*0

Parts date bm which "earai epare
he. I II Impute which m
Irfarmoden asui
coat, odninlatratve One yew ospabity
load &t.me order anid purchas analysis
sho teiie repaIr scats.

Pores fil which has 7-qf -qi which
Is nmbeor of alroreft
In a unit, deomlipmon
of untit, etc.
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ACRONYM FULL NAME INPU'S OUTPUTS

2.1.3 ASOAR Achievlng a System operational Whether do system
sytmm avalltbity design and swu
Opeatioal reqcirement planned will achive
Avdabily 0 the system peallonal
Requirm 0n Sysem oonfiguration avallkbty reqtulrsients

M end hwn

system sulpod conoclee Orose estimation of
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ACRONYM FULj. .AM INPUTS OUIPUTS
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HOW MUCH WILL IT COST ?

The grand-daddy cost to consider Is the Life Cycle Coat (LCC) or the total
cost to acquire and maintain mission equipment throughout its life cycle. LCC
studies are performed against a fixed availability goal. LCC elements are divided
between development cost elements and operating and support (O&S) cost
elements. The following are typical development LCC elements:

"- Equipment
"* System Test & Evaluation
"* System Engineer/Program Management (non-ILS)
"* Data (non-L.S)
"- ILS
". Industrial Facilities
"* Teat Program Sets.

The following are typical O&S LCC elements:

. Personnel
- On-Site Equipnient Matgrlol
. Direct Depot Maintenance
- Sustaining Investment
. Software Support
. Contractor Sustained On-Site Support
. Recurring Publications Cost
. Indirect Equipment Costs.

LCC models can prove to be very valuable cost saving decision making
tools. Ref[6] uses the USAF Logistics Support Cost (LCS) model to make a
comparison of test effectiveness with and without a testability program. This
reference shows an example of a $4,400,000.00 savings when a 15-year, 50-unit,
continuous operation Is deployed with testability considered up front as opposed to
not considering it.

Ref[51 Is a first source for LCC models. Each reference will contain LCC
model description Information. The following three pages provide some Information
to some LCC models available. Please note that the criteria for listing them Is
simply that Information concerning them was readily available and that they are
listed only to provide examples.
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ACRONYM FULL NAME INPUTS OUTPUTS
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ACRONYM FULL NAME INPUTSUT~
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ACRONYM FULL NAME INUSOUTPUTS

211,17 PRICE; pararifteb PRICE H k"pu: Illtirmelse LOO coats
FOUR Review of design concept for a Variety of
RELATED Infrdomilr daeorlpton: sige, *ysterna
PROGRAMS: for osiki weght, component lyp.
. H and Evakidon powe dlsiaaato, *to., PRICE H:
.8 (PRICE) classified aoooding to moet *sdmaOon of the
HL41 welghtki fastot (I.e., developmmt,
& L H: hurdware orimoal, kImportant) P~olon, "aiWo

HL: Hardware oilsonf
100 Moe" PRICE HL1 ImpitsA: hardware

8; Softwor Equopmen Dependent
SU Solftwae 11VTIP PRICEI WU

1.0model 'Mean Repair Time and esgnma Won of

-Ooe t ofeet ". PRICES8:
0 of WedW" am owleIRO~N of~i
Parte per WAf developi kn

pretlon, w~of
Dep.o.. n 7depndetMdfhao of
(Ul ux" eS software
Aft aese mwt
speuly ft #
of Wineldetons) PRICE St.

coat seadnatt *I
* mlyetdepeden supply and imieltenanes

(Repair fvqueewy ~of sotteere sqcorn
trequenuy at we)

pu* anu Won depede
s*of g mA I ssno n

possbeflt kw DWE
mebeeanue01
U* Uius %*nos #W
sppl to "h "idlo
operation of an
orgenkilon (I.e.,-wPrt"
resupply. Urnfs, soreP

PRIOE Data sefts for one PRICE
964IL Progren *an be oeared ever

to othe PRICE vrelrsin.

0-26



HOW MUCH SUPPORT EQUIPMENT AND MANPOWER WILL WE NEED?

A major task of the LCC analyses is known as the Level of Repair (LOR)
analysis. LOR analysis results In establishing requirements In two major areas,
sparing and manpower. The TFOM requirement, which Identifies ambiguities (false
pulls), will also Impact these areas. Typical tradeoffs made while doing an LOR
analysis are:

- Support equipment ve sparing requirements
. Where Is the repair made?
. Repair and Repliae (R/R) task descriptions.

There are many models from which to choose for performing an LOR
analysis. The following two pages provide some Information to some LOR analysis
models available. Note again that the criteria for listing these particular models Is
simply that Information concerning them was readily available and that they are
listed only to provide examples.
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HOW 18 THE LOGISTIC SUPPORT DATA PROCESSED?

A major task of LCC analyses is maintaining and updating a data base
with the abundance of data generated during the process. This means that, sooner
or later, personnel must sit down and record a large number of the relevant facts
onto a spreadsheet. The spreadsheet may physically be made of paper, or It may
be computer processed. The computer-aselsIted versions offer convenient data
access, which make them much more desirable, Of what use Is an Important,
decision-making piece of Information that Is buried under a stack of spreadsheets or
In some dusty file cabinet?

To maintain consistent communications between departments and
programs, the government has established MIL.STD-1388-2A which provides the
formats to record LSA data.

Two popular means of fulfilling MIL-STD-1 388-2A requirements via
programs that offer oomputerlzed assistance are listed below.

AgRONJYM_ FULN INPUTS g,.Wrur

sA, ,AAM O..a"Aw Nd ML..eTO15e hyAk AN kfL..1•NIMU"
Am**i. 5ku dI ui011 aWU.

2,1,14 LEADS Luihle S," ML4le01.IIA dab 000a 2

2.2 Allocation Tools

The requirement tools of this section have be categorized with the
following subheading:

. Allocation,

Presently the predominant tools for this task are military standards.
Reference Is first made In Table 5 (Requirement 3.1) which mentions four military
standards that help provide the definitions of what Is meant by allocating diagnostic
capabilities. They are: MIL-STD&-499, -785, -470, and -2165.
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Since the essence of system readiness is assuring that a fault-free item Is
available, many of the decisions within the assurance branch of engineering are
based on the failure rate. The failure rate Is therefore predicted first and all other
assurance goals and parameters follow. We look to MIL-STD-7508 for direction as
to how to derive the failure rate. Of particular Interest in this standard to those
concerned with allocating testability/diagnostic requirements, is Task 102. This task
defines and discusses how to construct a mission reliability model (2.3 & 2.4) and
lays the foundation for the following modeling concerns:

"* A definition of performance parameters, as well as physical and
functional bourKdies.

"* A definition of what constitutes a failure, Including mission critical
thresholds.

"* A definition of the environmental conditions and the periods of
operation, Policies concerning use of redundant equipment are
introduced hee.

"* A definition of mission time,

"• A definition of the reliability variable of the Item elements.

"* The Mission Rellability block diagram, a piora form of a statement of
what Is required for mission success. Several block diagrams may be
developed when requirements are not firm.

Referring once again to the 200 & 300 Series of tuak of MIL-STD.13Se.
1 A, it Is apparent that thee are certain subtasks that are Incruded to make baseline
comparisons of similar systems and perform a Level of Repair analysis. Diagnostic
requlrements should be allocated In a manner that is familiar to the user. This Is
accomplished (In a roundabout way) by performing a baseline comparison.
Juxtaposed to making baseline comparisons are the alternative and LOR tradeoffs.
Determining at which level the diagnostics are to be performed Is similar to
determining where the repair Is made, In other words, tradeoffs made In order to
pmperly allocate the diagnostic capabilities to the various repair levels are similar to
many of the tradeoffs performed during an LOR analysis. Reference will, therefore,
be made to the guidance provided in Section 2.1 of this appendix, titled,
"Establishing Requirements". Many of the models mentioned In that section will elso
help allocate diagnostic requirements.

Currently the Rome Air Development Center, in conjunction with the Army
(CECOM), Is developing methodology to perform diagnostic allocation while
accounting for factors such as cost, weight and complexity, Final documentation of
this program will be available from RADC in early 1990.
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2.3 Optimization Toole

The requirement tools of this section have been categorized with the
following subheading:

Optimization.

Refer to the section containing requirement tools with the subheading,
"Establishing Requirements" (Section 2.1 of this Appendix). The some
tools are used to optimize the design.

2.4 Risk Asseseement Tools

The requirement tools of this section have been categorized with the
following subheading:

aRisk.

Upon reviewing the 200 & 300 Series of tasks of MIL*STD- 1388-1 A, It is
apparent that there are certain subtasks which are Included to assess risk, The two
major aspects at risk to any program are the risk of a successful mission for which
the program was Intended, and the risk of depleting the finances that support the
program. Careful attention to minimize one of these major risk factors could directly
cause the other to approach a maximum. In essence, minimizing rHsks Is performing
Availability versus Life Cycle Cost tradeoffs In relation to development schedules.
Reference will therefore be made to the guidance provided In the section with the
subheading *Estabiishing Requirements" because many of the models mentioned in
that section will also help minimize risk.

Roll II does, however, list three models that were specif ically developed to
assess risk, They are listed below.
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ACRQNYM lg INPMU OUTI"PUTS
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3.0 DESIGN IMPLEMENTATION TOOLS

This section lists software design systems as well as a variety of other
tools that are either available or under development to aid In the design and
development of an effective diagnostic system.

These design Implementation tools have been categorized with the
following three subheadings:

. Architecture

. Design Rules and Practices

. Diagnostic Authoring

- Diagnostic Test Strategies

- Automatic Test Generation (ATG) or Automatic Test Program
Generation (ATPG) (Generating Digital Test Vectors]

There are no claims made that this Is an all Inclusive list of the tools that
In some way aid the task of designing and developing an effective diagnostic
system. There are, perhaps, dozens of tools that are not Included.

It may be well to note here also that SIT/BIT circuitry Is designed and
developed almost exactly In the same fashion that functional circuitry Is. Therefore,
the same tool aids that are targeted for functional design and development may be
listed In this section. A feature that SIT/BIT designers seek, however, is the
capability to design hierarchically.

A summary and listing of all tools included in each section Is provided at
the beginning of each section.

The entries that follow in each summary are listed In alphabetical order.
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3.1 Architefture Tools

Tools that aid In the architectural design and development of an effective
diagnostic capability listed In this section all have the following features In common:

. They are useful during more than one acquisition phase and apply to
more than one level of Integration.

- They apply to a variety of hardware technologies, Including analog
and digital circuitry.

. They are all versatile and capable of many design assist functions
Including assisting in the design and evaluation of a diagnostic
capability.

A summary description of tools that aid In the architecture design of a
dlagnostio capability follows.
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ACRONYM APPLICATION PRIMARY DIAGNOSTIC COMMENTS
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3.1.1 ADAB

NAME: ADAS - Architecture Design and Assessment System

YEAR: 1988 (bascl phase prototype)

FUNCTION: ADAS provides high-level system design and analysis support with
capabilities to functionally model both hardware end software together. Using the
ADAS graphical Interface, the software and hardware designs are created togethar,
analyzed, and refined until the system goals are satisfied. In addition to a graph
editor and a consistency checker, the ADAS tool set consists of the following seven
modules:

. 8oftware Data Flow Graph: The logic and data flow of the conceptual
algorithm Is represented with colorful squares and rectangles (nodes)
connected by arcs (datr flow). Individual nodes can be expanded In
the same manner, supporting hierarchical software design.

- Petrl Net Simulator: Simulates the Software Data Flow Graph
verifying that the sequence of execution, the amount of data
generated, and the execution rates are all do-able.

- HDL Generator: Constructs an HDL (hardware description language)
program to simulate the hardware design using the structure Imposed
by the Hardwere Configuration Graph and the behavioral Information
contained In thc library modules. Versions are currently available for
Helix and ISPS. A VHDL version is under development.

- Hardware Conflgurallun Graph: Supports hierarchical hardware
design with a unique ability to model a hardware Implementation of a
software algorithm.

- Petri Net Analyzer: Generates a report containing performance
statistics enabling one to determine If the design meets performance
goals defined in the system specification.

. Software Functional Simulators: Constructo a program that allows
simulation of software routines associated with nodal structure
imposed by the Software Data Fluw Graph. During graph simulation,
each node will be able to process inputs and provide outputs.
Versions are currently available for C and Ada.

- Software to Hardware Mapping: Promotes efficient hardware design
by mapuing the software graph onto the hardware graph, exposing any
deficiencies or excessiveness.
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CAPACITY: N/A

CPU TIME: N/A

APPLICATION: YJ& PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DE. AL FS PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: ADAS Is complemented within a complete graphics environment and
also requires:

"- a tape drive for Initial loadIng of ADAS system distribution.

"- a recommended minimum working memory space of 3 Mbytes.

"* a recommended minimum disk storage capaolty of 10 Mbytes.

The following hardware platforms provide most elements required for the ADAS
environment:

Hardwjare: QoeratIna Symtem:
any VAX or MioroVAX VMS, UNIX BSD 4.3, or

ULTRIX (Berkeley 4.2 UNIX)
Gould PowerNode 9000 UTX 2.0
Apollo model 560 DOMAIN/IX Version 9.5
(and others)
Sun-3/160C UNIX 3.2
VAXstatkn IVGPX VMS 4.4 or higher or

ULTRIX 1.2
Color Vex Stn 2000 VMS or ULTRIX

ADAS marketing can provide Information on cost-effective and functional system
configurations and can assist with hardware procurement.

CIRCUIT DESCRIPTION: The design is created and captured on a hierarchical
graph display that con be printed out In graphical or tabular form. I

USE PREREQUISITE: The usee must provide conceptualized high-level Inputs of
the function to be designod.

DEVELOPER: Research Triangle Institute (RTI)
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COMMENTS: ADAS Is part of an even larger tool set known as VSC; VHSIC (Very
High Speed Integrated Circuits) Silicon Compiler, VSC Is predominantly composed
of ADAS, VHDL, and Genesil, and aids In the design process from system
specifications to mask making In the fabrication stage.

TEA, Test Engineers Assistant, listed In this section Is also a product of RTI and

was developed to be used In conjunction with ADAS.

REFERENCES:

ADAS Marketing Coordinator
Center for Digital Systems Research
Research Triangle Institute
P.O. Box 12194
Research Triangle Park, NC 27709
(919) 541.7436
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3.1.2 A/LICE

NAME: A/LICE ADA/LATTICE Integrated Conceptual Environment

YEAR: 1985 (first operational version)

FUNCTION: The CALS philosophy Is to pool the knowledge of all the departmental
experts so that planners of a new weapon system get as much of the big picture as
possible and thereby greatly enhance system efficiency and the probability of
success. The CALS knowledge base requires "super" representation scheme due
to the fact that It must contain diverse specialties and often competing "llitles,"
Including, RMA, ILS, Support, Design/Build, Planning and Technical Documentation,
and others, This super representation scheme Is called an Integrated Conceptual
Environment (ICE).

The Immediate problem of Implementing such a philosophy Is trying to standardize
upon the knowledge representing formats, knowledge that must somehow be linked
to text and graphics and also to the various expert systems emerging, ALICE Is an
Ada coded program with knowledge lattice extension operators to form an outline for
such an ICE and to provide a method of machine hosting ICE morphological
operators In Ada. A/LICE thus presents a solution to processing the massive and
diverse knowledge requirements of the CALS program. A/LICE has the following
features:

A/LICE can Interface with diverse expert systems regardlets of
knowledge format, the language, or structures Involved.

At the meta-level, A/LICE sees knowledge objects In lattice arrays
which can be processed using standard math array processors.

The A/LICE high-level Instruction set will Interface with the emerging
electrooptical analog computers that will use direct capture "Image as
knowledge" processing techniques.

Refer to the section 2.0 of this appendix for testability/dIagnostic requirement tools,
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3.1.3 CAD/BIT

NAME: CAD/OIT - Computer Aided Design For Built-In Test

YEAR: 1988 (first demonstration)

FUNCTION: A transportable, user friendly, menu driven CAD/CAE software
program that automates much of the process linking BIT to the functional design.
CAD/BIT consists of the following three major sections:

"- The Tutorial Phase: Any of the CAD/BIT techniques contained In the
library can be either briefly or fully described.

"* The Seleotlon Phase: Based on Information provided by the
designer, the CAD/BIT software will display suitable BIT techniques
and rank them according to various Figures of Merit.

"The Implementetion Phase: After a SIT technique has boon
determined, It Is displayed in an Implementation diagram. The
designer Is provided with sufficient information to add BIT circuitry
similar to the way he would add functlonal circuitry. All circuitry
added specifically for BIT is totalled for additional informational
output.

CAPACITY:

CPU TIME:

APPLICATION: VLSI fa SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT ,IDEMNA J PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (GFE)

DESIGN ENV: CAD/BIT Is written In C, operates on UNIX, and uses the IQES
transfer protocol.

CIRCUIT DESCRIPTION: Information on the functional circuit block to be tested Is
derived from responses to questions asked the designer.

USE PREREQUISITE: Knowledge of how the system will be partitioned Into
physical PCBs and what functional blocks of circuitry will reside on the P08 to
which BIT circuitry Is to be added.

DEVELOPER: Grumman under contract to RADC.
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COMMENTS: CAD/BIT, as demonstrated, is predominantly geared for
PCB/module designers using discrete, off-the-shelf components. For those
Implementing their P0B/module design with VLSI ASICs (full or semi-custom
standard cells, gate arrays, PALs, silicon complied devices, Wet), its effectiveness
tapers off; however, the tutorials, BIT selection logic, and implementation
Instruction still basically apply. In fact, much of CAD/BIT Is quite relevant to the
VLSI design process.

The CAD/BIT library contains both structured and ad hoc BIT techniques that
pertain to both digital and analog circuitry. The techniques entail use of both
hardware and software and can be applied to both concurrent and non-concurrent
BIT execution.

CAD/BIT supports the maintenance philosophy that mandates for each PCB In the
system to have the capability of testing Itself and be able to report a go/no-go
signal after test. Much confidence must be placed in the reliability of this go/no-go
signal, particularly in military systems. When done properly and reliably, a PCB
self test system dramatically Impacts the following:

" Fault Isolation tlme/ system readiness.
"* Factory- and Depot-level system vedficatlon testing complexity.
"- Organizational maintenance personnel skill level.

REFERENCES:

1. Lt T.W. Oxford, "Computer Aided Design For Built-in Test (CADBIT),"
ATE & Instrumentation Conference, June 1987.

2. Air Force Point of Contact
RADC/RBES
Griffiss AFB, NY 13441-5700
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3.1.4 CADAT

NAME: CADATS

YEAR:

FUNCTION: CADAT 8 Is composed of the following related tools operating from a
single user data base:

"- LOGIC SIMULATION; to verify the base functionality of the designer's
concept and detailed logic design.

" PERFORMANCE SIMULATION; to analyze the circuit propagation
charapterstltcs of the design under worst case timing conditions.

"- FAULT SIMULATION; to evaluate the effectiveness of test vectors
developed by the designer or the test department for manufacturing
test of the final design.

The CADAT Fault Simulation option utilizes a functional Concurrent Fault
Simulation algorithm to analyze the Impact of potential manufacturing errors and
circuit failures. The algorithm optimizes simulation throughput for all levels of
device modeling, from switch level to hardware,

CAPACITY:

CPU TIME:

APPLICATION: V PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM1VAL = PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)
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DESIGN ENV: CADAT 6 will run on the following hardware platforms:

Apollo/AEGIS with AUX
IBM PC-AT/PC-DOS (Personal Cadet)
IBM MVS
IBM VM/CMS
SUN Microsystems UNIX
VAX ULTRIX
VAX VMS

LANA (Local Area Network Acceleration) Is also available.

CIRCUIT DESCRIPTION: Behavioral Design Language (BDL)

USE PREREQUISITE: Behavioral description or a circuit netllst must be Input.

DEVELOPER: HHB Systems

COMMENTS: The following are CADAT related HHB products:

Personal CADAT An Integrated logic, timing and fault simulator for
use on the IBM Personal Computer.

CATS Modeler Enables designers to Incorporate physical model of
LSI and VLSI chips Into logic, timing and fault
sImulations.

CATS Accelerator High-speed simulation on a special purpose system
(300 times faster than a VAX/780).

THESEUS Automated test generation for ICe;
comblntlonal,sequenttal, and scan path circuits.

Extensive Device Library Software models of SSl/MSI devices, LSI Logic
gate arrays, and Standard Microsystems' standard
cells. Hardware models of LSI/VLSI devices from
Intel, Motorola, TI, ZIlog, and others.

In order to maximize the utilization of relevant test data created during the design
process, post processor links to a growing range of test systems have been
developed. These range from go/no-go links with IC test systems, such as Sentry,
to complete diagnostic data base links with leading high performance PCB test
systems, such as those from Factron, Teradyne and Computer Automation.
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In keeping with Industry trends toward user Integration and open system
architecture, CADAT accepts network Information developed on any system having
an EDIF output format. Implementation of this Industry standard Is further
enhanced in CADAT 6 by the addition of a totally new data base access package
known as the CADAT Systems Interface (C81),

CSI allows the user to access all aspects of the simulation data base such as
stimulus responses, and topology Information, with a series of high-level call
functions, These can be used to derive output data from CADAT in any desired
format Incorporating any parts of the Internal data base developed during
simulation.

REFERENCES:

HHB Systems
Attn: Mr. Kenneth Lipston
1000 Wyckoff Ave,
Mahwah, N.J. 07430
(201) 848-8000
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3.1.5 DAISY

NAME: DAISY

YEAR:

FUNCTION: Daisy Logician Workstation Is Intel 80286 based and supports DTA
along with GATEMASTER, CHIPMASTER, BOARDMASTER, and
MEGAGATEMASTER. Validation by Daisy Logic Simulator ensures the design Is
ready for DTA. Daisy's recommended design sequence Is: DANCE- DRINK - SIFT
- SOM- DTA.

Refer to Daisy Testability Analyzer (4.1.6),
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3.1.6 ID88

NAME: ID88- Integrated Diagnostic Support System

YEAR: 1989

FUNCTION: The Navy's Integrated Diagnostic Support System Is developing an
Innovative approach to diagnostics via the development of an Integrated set of
software tools. All of these tools function within the context of a standard common
diagnostic data bass (ODDB). The ODDB Is a predefined set of logistic and
technical data elements derived from weapon system design and logistics data.
Preprocessors are required to Input CAE and LSA data Into the CODB. Tools
currently under development are:

. Weapon System Testability Analyzer (WSTA)

. Adaptive Diagnostic Subsystem (ADS)

. Adaptlve Diagnostic Authoring Tool (ADA)

. Feedback Analyzer (FA)

. Technical Information and Training Authoring (TIATA) Tool

A bref description of each software tool Is provided below.

WEAPON SYSTEM TESTABILITY ANALYZER (WSTA)

The WSTA requires as Inputs unit under test digital or analog topology
and logistic support analysis (LSA) data. WSTA then generates a test strategy
which Is very near optimal In terms of minimizing average test times or test costs.
A pdmary function of WSTA is to provide static (topological) testability figures of
merit, such as average Inherent ambiguity group size and feedback loop
charactedstics. WSTA also provides dynamic (test strategy based) figures of merit,
such as mean or maximum time to fault Isolate. WSTA provides guidance to the
designer on the optimal placement of test points based on the fault Isolation data
each test point can provide. WSTA utilizes a system dependency model and the
time-efficient sequencer of tests (TEST) algorithm to generate an optimal test
strategy. WSTA Is currently In BETA site testing and Is scheduled for distribution to
Interested govemment and contractor organizations during 1989.

ADAPTIVE DIAGNOSTIC SUBSYSTEM (ADS)

The ADS Is an Intelligent troubleshooting aid which provides a
recommended "next-best" test or a recommended repair action. The ADS contains
logic to utilize the diagnostic resources (e.g., BIT, augmented BIT, guided manual
test, technician Inputs, etc.) and diagnostic reasoners (e.g., optimal WSTA
strategy, original dependency data, production rules, etc.) which will have the most
likelihood of success based on the diagnostic session results up to that point. The
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ADS applies Increasingly sophisticated "level of Intelligence* to the problem, but
only as needed. It remembers Its successes and failures and automatically adapts
Its test strategy to changing failure rates and test environments. The ADS may be
utilized as a diagnostic software shell for both embedded and off-line test program
set (TPS) applications.

ADAPTIVE DIAGNOSTIC AUTHORING (ADA)

The ADA validates the model and optimal strategy generated by WSTA;
organizes weapon system-specific data from the IDSS data base; adds production
rules to update existing strategy, based on the analysis of on-going weapon
system performance; and authors the diagnostic program, which Is then provided
as Input to the ADS.

FEEDBACK ANALYZER (FA)

The FA is-* software aid that gathers global feedback failure data (e.g.,
type of failure, fault symptoms, environmental conditions, etc.) and performs an
analysis to determine the significance of the failure as it relates to enhancements of
fault detection and Isolation strategy. The ADA utilizes the output of the FA to aid
the user In authoring new production rules for addition to the existing diagnostic
procedures.

TECHNICAL INFORMATION AND TRAINING AUTHORING TOOL (TIATA)

The TIATA Is a software aid which uses weapon-specific data from an
IDSS data base to generate maintenance procedures, tutorials, circuit schematics,
or parts breakdown diagrams needed by the maintenance technician as part of the
diagnostic process. This tool also has the capability to generate tailored training
sessions, enhance maintenance reporting, and facilitate user interaction with the
iDSS data bases.

CAPACITY: N/A

CPI TIME: N/A

APPLICATION: VLSI POB SUBSYS SYSTEMS

ACQUISITION PHASE: CONCEPT DEMNA f§2 PRDCTN DPLYMNT

PUBLIC DOMAIN? Y/N (GFE)

DESIGN ENV: To properly execute the Berkeley CAE preprocessor, the LSA
preprocessor and Weapon System Testability Analyzer Program requires either a
Sun 3/160 computer, with UNIX 42 (Berkeley version) operating system, or a
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Digital Equipment Corporation Micro Vax II, with a Virtual Memory System. A
minimum of four Mbytes of main memory Is required, with 16 Mbytes of virtual
memory for the Sun, and four Mbytes maln/16 Mbytes virtual memory for the Micro
Vax II.

Additional Information concerning hardware platform requirements
needed to properiy execute the remainder of the IDSS tool set will be provided
upon product release of each Individual tool.

CIRCUIT DESCRIPTION: All technical Information, CAD/CAE data, and ILS data
are processed Into standard CDDB format and are accessible to each of the four
IDSS design tools.

USE PREREQUISITE: CODDS data elements required as data inputs for each

particular tool must be provided.

DEVELOPER: Harris Corporation under contract from the US Navy.

COMMENTS: A key design concept of IDSS Is the delivery of complete support
over the full life cycle of the weapon system.

REFERENCES:

I. Dr. Bruce J. Rosenburg, "The Navy Integrated Diagnostic Support
System - System Overview, Architecture and Interfaces," IEEE
AUTOTESTCON 1987.

2. Navy Point of Contact
NAVSEA - Code CEL-DS
Washington, DC 20362-5101
(202) 692-2035/2038
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3.1.7 LASAR VERSION 6

NAME: LASAR VERSION 6

YEAR: 1982, origin 1978

FUNCTION: It provides a CAD simulation system for design verification and test
program generation Incorporating the testability subprograms called Judge &
Prosecutor. Refer to Section 3.3.2.

CAPACITY:

CPU TIME:

APPLICATION: VLSI 'CB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEMYIAAL FSD PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: VAX; VALID S320; TERADYNE DATA SERVER; IBM PC AT; also
supports design entry.

CIRCUIT DESCRIPTION: TML - an optional register transfer language.

USE PREREQUISITE: LASAR Version 6 netlist format; translators available to
convert leading CAD/CAE circuit data bases.

DEVELOPER: Teradyne

COMMENTS: When LASAR is used for both design verification and test program
generation, test programming time shrinks by 50% or more. There's no need to
recreate the circuit model or stimulus vectors. Only one set of models must be
maintained. Test development can begin Immediately after design, In parallel with
prototype production and verification.

LASAR VERSION e supports the following modeling features:

There Il a library of over 4,000 SSI, MSI, and LSi device models and gate array
macros, Including mrnufacturer's timing, Input Ioadlihg delay factors, and current
drive strength specifications.

Behavioral modeling language.
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Hardware modeling with behavioral software enhancement for repeatable
simulation, mln/mrnx timing analysis, and fault simulation.

RAMGr:N, ROMOEN, PLAGEN, PLAGEN programs for rapid structural modeling
of repetitive logic devices.

Tester characteristics are taken Into account In parallel with circuit test generation
and are, therefore, easily Integrated with ATE hardware, minimizing the time
required to debug tests.

Post-processors translate stimulus and response data Into the symbolic language
of the target test system for go/no-go test and fault diagnosis.

REFERENCES:

1. Teradyne, Inc.
Attn: Fred Grant
321 Harrison Ave.
Boston, Ma. 02118
317-482-2700

2. Mary Wasllowlkl, "Simulation Modeling of the Test System
Environment to Speed Board-Test Program Debugging and Tester
Integration," International Test Conference 1987
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3.1.8 MENTOR GRAPHICS

NAME: MENTOR GRAPHICS

YEAR:

FUNCTION: Mentor Graphics provides a design system Integrated with software
support tools that relate to design of function as well as to design of the diagnostic
capabilities of that function. In particular, It provides a deterministic fault simulator.
Refer to the Tools For ATG/Fault Simulation section.

APPLICATION: V PO SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL = PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: Mentor Graphics engineering workstations

CIRCUIT DESCRIPTION: Soo above for all Mentor Graphics model types

USE PREREQUISITE: Schematic must be oaptured using a Mentor Graphics
model type; use with QUICKSIM.

DEVELOPER: Mentor Graphics Corporation

COMMENTS:

REFERENCES:

Mentor Graphics Corporation Frank Blnnendyk
8500 S.W. Creekalde Place Product Manager
Beaverton, Oregon 97005-7191 Design and Analysis Div
(503) 626-7000
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3.1.0 MIDAS

NAME: MIDAS - Modular Integrated Design Automation System

YEAR: 1085 (Periodic updates)

FUNCTION: Full simulation support for selected semiconductor technologies
(CMOS gate arrays, TTL MSI logic, etc.), from gate level simulation to subsystem
and system scale. MIDAS supports logic, timing and fault simulation.

In 1987 N.2 was added for architectural and RTL level simulation. This tool has a
graphic Interface on Apollo workstation, Tl'ls Interface Is a set of block symbols,
which can be used to draw the RTL level diagrams. The netlit Is produced
automatically on the workstation,

Using the MIDAS simulation tools with N.2 as a front end, the simulation process Is
as follows:

. Define architecture and timing constraints using N.2

. Define subsystems using N.2
- Enable software simulator using the subsystem level models
- Break subsystems Into Individual chips
- Verify chip designs using logic, timing and fault simulators (MIDAS)
. Verify chips In subsystem environment (MIDAS)
. Verify subsystem In system environment (MIDAS)

CAPACITY: Targeted for one chip through large designs.

CPU TIME: Depends on system size and simulation methods used.

APPLICATION: VJj E.a SUBS.. SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL FSD PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: CYBER mainframes with Apollo workstation front end

CIRCUIT DESCRIPTION: MIDAS Logic Interconnect Language netlIst, (VHDL In
the future.)

USE PREREQUISITE: Ample definition of a function to be designed and
implemented with gate arrays.
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DEVELOPER: MIDAS - Control Data Corporation
N.2 * ENDOT, Inc.

COMMENTS: STAFAN Is a part of the MIDAS tooluet. See Ref1]i and refer to the
section: Tools That Aid In Fault Simulation Tasks.

A significant feature of the consultant services offered by MIDAS personnel, Is that
they will offer Instruction on how to Implement BIST (Built-In Self Test) Into the
functional design, Control Data has a number of Implementations for BIST, under
the names of OCMS (for 6000-gate arrays), BEST (for 20,000-gate arrays) and
VISTA (for standard cell).

These built.in self toot circuits support chip as well as system level-test, Seo
RofoI2]&[3$.

REFERENCES:

1, Jain, SK,, Agrawal, V, D., WSTAFAN: An Alternative to Fault
Simulation, Design Automation Conference, 1984

2. Ron Lake, *A Fast 20K Gate Array With On-Chip Test System,* VLSI
Systems Design (magazine), June '1986.

3. David R. Resnlok, "Testability and Maintainability with a New 6K Gate
Array,* VLSI Design (magazine) Mar/April 1983.

4. Control Data Corporation
ADAM Marketing, Minneapolis, MN
Attn: Robert Biggs HQM274
(612) 853-3117.
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3.1.10 MMST

NAME: MMST - Mimola Module For Self Test
MIMOLA Machine Independent Microprogramming Language

YEAR: 1979

FUNCTION:

" Automatic self test program generation which can be Implemented In
micro or machine code.

"• Optimizes TY and cost tradeoffs.
"- Reports poor CY and OY.

CAPACITY: Circuit nodes'on the MIMOLA design level normally are register-
transfer modules, that Is complete ALUs, RAM, ROM, registers, multiplexers,
buses, etc. Only In special oases modules are simple logic gates. The current
Implementation allows several hundred of such circuit nodes. This number could
be Increased, but up to now even In the most complex applications It has never
been a limitation.

CPU TIME: (Example) 3,000 fault free Instructions took 20 min.

APPLICATION: Ml1 E0B SBS ,SYSTEM

ACQUISITION PHASE: CONCEPT DEWYA M PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: MIMOLA Is written In pure standard Pascal and runs on any
machine and operating system that has a Pascal compiler and at least one
megabyte of unsegmented main memory. Among others, applications are running
on VAX (VMS, UNIX), Sun, and Apollo workstations.

CIRCUIT DESCRIPTION: CHDL; part of MIMOLA

USE PREREQUISITE: Functional model of the target circuit.

DEVELOPER: Institut fur Informatik u. Prakt. Math.

COMMENTS: Most unique about MSST Is that it allows automatic generation of
self test programs In binary code for complete processor systems, Including paths
of high sequential depth. Such self test programs for system-level test are usually
still written by hand and are tedious, iequlring highly skilled specialists.

C-57



E DESIGN AUTOMATION TOOLS APPENDIX C

The MIMOLA Design System is a product funded by the German government. It Is
generally available but a contribution to the development cost Is expected If It Is to
be used commercially.

REFERENCES:

" Kruger, G., "Automatlc Generation of Self Test Programs - A New
Feature of the MIMOLA Design System,* IEEE DAC 1986.

" For a trial version contact:

Dr, Peter Marwedel
Institut fur Informatik u. Prakt. Math.
Unlverlltat Kiel
Oltshausenstr. 40-60
D-2300 Kiel I
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3.1.11 SILVAR-LISCO

NAME: SILVAR-USCO

YEAR: 1981

FUNCTION: The Slvar-Llsco CAE Software Environment Is an all Inclusive design
aid, assisting in almost every design stage from schematic capture to the final stop
before manufacturing. The software environment Ir~oludoe:

. S08 (Schematic Design System): 8D0 creates or "captures" the
design data base, which stores the basic logic Information used
throughout the Integrated Design Environment using a multi-window
technique which allows the designer to view various schematics and
to work on several levels of design simultaneously.

. HELIX: A hierarchical, top-down, behavioral logic simulator. HELIX
allows designers to prove the principle of their conoeptual design at
Its block diagram stage, When and If satisfied, the details continue to
be worked out at the register level and then the gate level.

. ANDI (Analog-Digital Simulation): Provides functional time domain
simulation of mixed analog/digital sampled data systems. ANDI's
analog primitives are:

-MOB transistor switches
-Bipolar transistors
-Diodes
-Independent and controlled voltage and current sources
-inductors
-Resistors
-Capacitors

. In addition to the above analog primitives, ANDI services common
digital primitives such as gates, ROM & RAM, PLAs, flip-flops, etM., as
well as AID and D/A converters.

SWAP: Provides time and frequency domain simulation of switched-
capaoltors networks. Non-linear transistor models are simplified to
MOS switches. Frequency domain calculations are made directly In
the frequency domain, with no need to be followed by a Fast Fourier
Transform (FFT). SWAP Is conducive to a broad range of analyses
Including sensitivity, distortion, band-scan, and noise analyses.
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For mathematical reasons all analyses, except distortion analysis, are
limited to switched-capacitor networks with only linear components,
For efficiency sake, all high.level analyses, Including distortion
analysis, require that the circuit does not have any time constants
caused by resistors or Inductors.

CAPACITY:

CPU TIME:

APPLICATION: UL&I I 8UBEYS YiEM

ACQUISITION PHASE: QON3&I QEAL EM PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y./N (PRTY)

DESIGN ENV: In addition to the above utilities, Sllvar-Llsoo also provides a printed
circuit board design system utility as well as the following numerous utilities In the
IC development realm:

PRINCESS1: A full custom physical design system.

GARDS: A gate array design system.

CAL-MP: A standard cell design system.

UDRC: A universal design rule checker.

Electrical Verification: A set of verification utilities Including six
checking utilities, a circuit extractor, and a SPICE netllst generator,

YIELD: A geometric yield analyzer.
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Mask Data Preoaration

UMOP: A universal mask data preparation utility.

Slivar-Lisco CAE products operate on Apollo, IBM, Sun, and VAX computing
systems, however, not every utility runs on each of these four platforms.

CIRCUIT DESCRIPTION: HELIX Hardware Description Language (HHDL)
provides the ability to write behavior for components, describe parts with complex
behavior, and model concurrent design functions.

USE PREREQUISITE: See 8DS above. SDS translates design data Into netlist
format, or its functional equivalent. So* comments for various Interfaces available.

DEVELOPER: Slivar-Usoo

COMMENTS: The Slivar-Llco CAE software environment Is Ideal for System
Integrated Test (SIT) designers In that they can simulate a conceptualized SIT and
work out many of the typical problems (ie,., maintenance bus Interfacing, ETE
compatibility, BIT logic flow, test sequencing, eto,) and then allocate that portion of
the overall scheme to the embedded BIT designer at the POE level, who can
similarly pass on his scheme to the VLSI people who In ,jrm can play their own BIT
games, Furthermore, Its capabilities of handling both digital and analog circuitry,
as well as synchronous and asynchronous designs, make it even more attractive,

Optional plotting packages are available for generating documentation on widely
used plotters.

An optional software package, Engineering Access Routine Set (EARS), provides
direct access to the central data base promoting the ability to write Interfaces to
proprietary software. A report-generation utility can be made for example.

Optional Interfaces support the following simulators and systems:

-TEGAS
- SPICE
- SALOGS
- LOGCAP
" ILOGS
" SCI-CARDS system
"* HILO
". SUPER-COMPACT
"* Applicon system
"• COD8 system
"* REDAC-CADET system.
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Users must purchase Fault Simulators, ATPGs, and/or Testability Analyzers from

outside sources as they are not provided by Slivar-Lisco.

Profile (see Prediction Tools) uses the ANDI simulator during its process.

REFERENCES:

Silvar-Lisco
Corporate Headquarters
1080 Marsh Road
Menlo Park, CA 94025
(415) 324-0700
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3.1.12 SPICE/PSPICE

NAME: SPICE/POPICE

YEAR: 1984 (PSPICE)

FUNCTION: Although SPICE does not provide design aid specific to the task of
Integrating diagnostic capabilities Into a functlonal design, It Is one of the few
software tools available for analog design simulation. Soft simulation before a hard
prototype Is a prime advantage of being able to assess and predict the merits of a
function's diagnostics.

There are various versions avallable of the analog simulator known as SPICE.
SPICE 2 was developed at the University of Calformia at Berkeley In the late 6O's
and early 70's. PSPICE originated from SPICE 2 and Is the chosen version for this
document due to its popularity. This fact sheet will concern facts about PSPICE.

CAPACITY:

CPU TIME:

APPLICATION: Mfl EMB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL M PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: IBM PC and P32 compatibles (DOS) (Aug 1 OS/2), Macintosh II,
Sun 3/4, VAX (Micro, supermini, and mainframe).

CIRCUIT DESCRIPTION: Compatible with a variety of commercially available
schematic capture programs.

USE PREREQUISITE: Circuit devices must be modeled using either the model
library of parts Included or developed from data sheet Information using "Parts," an
optional utility.

DEVELOPER: PSPICE Is developed by MicroSim Corp.

COMMENTS: PSPICE performs the following types of analyses:

. DC, or bias point, voltages and currents of the circuit.
- AC, or frequency, response of the circuit.
. Noise behavior of the circuit over frequency.
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PSPICE Is complemented with the following available options:

- Device Equations: Used to change the equations which translate
model parameter values and terminal voltages Into the device's
currents and capacitances.

. Probe: Functions as a software oscilloscope with the capability to
produce a hardoopy printout.

. Parts: Semi-automates the process of creating model Ilbraries.

. Monte Carlo Analysis: After Inputting various component tolerances,
PSPICE analyses are performed using random values that are
somewhere In the range of tolerance.

Digital Flies: Allows one to run a digital simulator and use the results
as input to PSPICE or vice verse.

It must be emphasized that PSPICE Is not marketed as a design aid peculiar to the
Inclusion of the TESTABILITY/DIAGNOSTIC capability. However, one must
remember that much of analog BIT design Is accomplished quite successfully with
the following ad hoc techniques: peak detector or window comparator, wraparound,
substitution of a known value, etc. There Is little guidance required to describe how
to Implement these techniques, however, slmulators such as PSPICE enable one
to optimize the design before It Is breadboarded.

Furthermore, although much more tedious than using a fault simulator of the digital
world, the Device Equations option Is useful In determining If BIT will detect a
component failure. The Probe option Is handy for documenting troubleshooting
manuals. Considering that BIT data processing Is almost always done digitally, the
Digital Files option should prove worthwhile.

REFERENCES:

MicroSim Corporation
Attn: Michael Taggart
20 Fairbanks
Irvine, CA 92718
(714) 770- 3022; (800) 826- 8603
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3.2 Design Rules and Practices

Tools that aid In incorporating design rules and practices Into a
diagnostic capability that are listed in this section all have the following features in
common:

" They are useful during more than one acquisition phase and, with the
exception of TDES, app to more than one level of Integration.

• They apply to a variety of hardware technologies, Including analog

and digital circuitry. (T'DES applies only to digital.]

"They tre all versatile and capable of many design assist functions,
Those functions relative to this document being: assuring standard
design for testability practices, deploying rules that Implement a
diagnostic capability, and standardizing diagnostic data and tester
Information transport.

A summary description of tools that aid In Incorporating design rules and
practices Into a diagnostic system Is provided In the following TabeIs:
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ACRONYM APPLICATION cOWENmS

IDS-ADS SUBSYSTEM/ SELECT$ & INTERPRETS MAY If APPLIED TO
SYSTEM TESTS FOR FD& Fl MAY DIFFERENT

CLASSES OF SYSTEMS
INCLUDING:
* ANALOG ANDIOR DIGITAL
* MECHANIOAL
* HYDRAUUC, ifTO,

TOES VLSI PROVIDES SYSTEMATIC TOES IS AN EXPERT,
DIGITAL OFT KNOWLEDGE.AISED SYSTEM
METHODOLOGY THAT ISA PART OF

ADVANCED DESIGN
AUTOMATION (ADAM)
SYSTIM OP TOOLS

TA', PCWSUISYSTEM OFT GUIDANCE; lIT HW USED IN OONJUNOCTON
SYSTEM REOOMMENDATIONS: BIT WITH ADAS: DEVELOPED

HW COST ASSISSMINT; VERSION OP NOT MUCH
iIt Hw PLACEMENT USE; ENHANCED TEA IS
RECOMMENDATIONS YET TO BE DEVELOPED

TISSS VLSI PROVIDES A CAPASILITY PROMOTES EFFICIENT
FOR INTIRDEPARTMENT INFORMATION ACCESS
ACCESS INTO ONE, TEST DURING THE
RILATEiD, DEiCE TESTABITY/
INFORMATION DATA MAOE DIAGNOSTIC DESIGN

PROCESS

TESTABILITY PCB/SUSSYSTEM PROVIDES STANDARD QUICK AND INEXPENSIVE
CHECKLIST OSSIGN FOR

TISTAIL7ITY PRACTICES
IN THE FORM OC A
CHECKLIT
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3.2.1 IDSS-ADS

NAME: ID9 - ADS - Adaptive I)Iagnostic System

YEAR:

FUNCTION: A knowledge-based, expert system that assists In weapon system fault
detection and Isolation, by selecting and Interpreting tests. The ADS also updates
the data After the fault Isoletlon session Is over. The ADS has the following
attributes:

. The ADS employs a generic diagnostic process capable of operating
upon a vartety of applloatlon-speclflc knowledge bases.

. The ADS minimizes on-line computational load and the speed of fault
Iseritlon by first utilizing the simplest system model and then progress,

)ecessary, to more complex models. See the third comment below.

. It maintains a data base of fault histories which Is used to bias future
test and repair recommendations. This fault base Is also used to flag
occurrences when system behavior Is Inconsistent with the system
model.

CAPACITY:

CPU TIME:

APPLICATION: VLSI PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL FSD PRDQTN DPLYMNT

PUBLIC DOMAIN?: Y/N (GFE)

DESIGN ENV:

CIRCUIT DESCRIPTION: N/A
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USE PREREQUISITE: The ADS will utilize the following type of data:

. Logistic data Including component failure rates, test execution costs,
etc.

. Various forms of design and testability analysis data, as well as
functional Interdependenoles developed during the design process.

. Knowledge concerning the operational environment and situations
experienced during operation.

. Technical Information via a portable maintenance aid Interface.

. BIT Initiation and test result Information.

- Fault history Information updated after every fault Isolation session.

DEVELOPER: Harris Corporation under contract from the US Navy.

COMMENTS: After reviewing the type of knowledge upon which the ADS
operates, one realizes that these appllcatlon-speclflc knowledge bases can be
largely developed from tile structured design process promoted by the IDSS design
philosophy. Thus, the costs traditionally associated with the development of
knowledge bases required for expert systems are greatly minimized.

The generic nature of the ADS enables it to be applied to many differont classes of
systems, Including digital and/or analog avionics, mechanical, hydraull,, and many
hybrid type systems.

The ADS pre-computed test tree Is built using the Time-Efficient Sequencer of
Tests (TEST). If this proves to be Inadequate, ADS will deploy logic modeling. If
this also proves to be Inadequate, ADS will rely on local cause and effect rules,
Ref121.

This tool has been categorized under the subheading "Design Rules and Practices"
because It Is a rule based expert system that Is composed of standard techniques
and practices used to diagnose weapon system faults. One may argue that ADS Is
more a troubleshooting tool than a tool to Insure standard diagnostic procedures
are used, however, It seemed appropriate to Include It In this section.
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REFERENCES:

1. Dr. Bruce J. Rosenburg, "The Navy Integrated Diagnostic Support
System - System Overview, Architecture and Interfaces," IEEE
AUTOTESTOON 1987.

2. Magliero, A., R. Leong, and R. Bethel, "ADS - The IDSS Adaptive
Diagnostic System,' IEEE AUTOTESTOON 1987.

3. Navy Point of Contact
NAVSEA - Code CEL-DS
Washlngton, DC 20362-6101
(202) 692-2035/2038
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=±2 TOES

NAME: TDES - Testable Design Expert System

YEAR: 1985 (prototype)

FUNCTION: A knowledge-based expert system dedicated to the following design
assistant services:

. Provide a systematic DFT methodology.

. Apply measuresand attributes (Is., fault coverage, area overhead,
eto.) to various test strategies.

. Partition the total circuit Into testable block*. Logic Is divided Into
three basic etructures, combinational logic, registers, and RAMs. The
basic structures are further divided Into design styles. For example,
the design styles of combinational logic are PLAs, ROMe, and
random logic.

. Match a particular block of circuitry or kernel that has a particular
design style with an effective test strategy.

- Add circuitry as required to establish uniformly structured testable
circuit*.

CAPACITY: Large VLSI circuits; from 5K to 100K transistors

CPU TIME: I - 2 hours; not Including ATPG or fault simulation.

APPLICATION: VM.1 PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEMNAL FM PRDCTN DPLYMNT

PUBLIC DOMAIN?: YIN

DESIGN ENV: The prototype has been Implemented In Lisp and runs on a Sun
and DEC-20. It Is part of the Advanced Design Automation system, ADAM, see
Ref (3].

CIRCUIT DESCRIPTION: The design Is Input into TDES using Register Transfer
Level (RTL) descriptions (PLAn, registers, buses, RAMs, ROMe, etc.).
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USE PREREQUISITE: Design goals and constraints are input into TDES along
with the RTL descriptions.

DEVELOPER: University of Southern California

COMMENTS: TDES applies to digital circuitry.

REFERUNCES:

1. Abadir, M.S., and M.A. Breuer, "A Knowledge.Based System for
Designing Testable VLSI Chips," IEEE Design and Test of
Computers, August 1985.

2. M. A. Breuer, "A Methodology for the Design of Testable VLSI Chips,"
Proc., IEEE Workshop on Test Environments, pp. 105. 114, Sept.
17, 18, 1986,

3, Abadlr, M. and M. A. Breuer, "Test Schedules For VLSI Circuits,"
IEEE Trans. on Computers, vol. c-35, pp. 381. 37, April 1986,
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3.2.3 TEA

NAME: TEA - Test Engineer Assistant

YEAR: 1988 (basic phase prototype)

FUNCTION: TEA provides high-level system testability design support In
conjunction with high-level functional design assistance provided by ADAS
(Architecture Design and Assessment System). TEA consists of the following five
modules:

. Design for Testability Guideline Checker: Identifies violations of
OFT guidelines.

- BIT Hardware Recommendation: Provides advice as to which BIT
method, deterministic or pseudorandom, Is most adequate for the
circuit at hand.

. BIT Cost Assessment Module: Predicts the general cost of
implementing a particular BIT technique In terms of additional PCB
real estate and VO ports.

- BIT Placement Recommendation: Guides the designer as to where
BIT components and testpolnts should be placed and then calculates
the costs associated with such an addition.

. Testability Facilitles Cost Assessment: Accounts for each
Incremental change Included for testability and provides the total cost
of Implementing them.

CAPACITY:

CPU TIME:

APPLICATION: VLSI E0B SUBSY SYSTEM

ACQUISITION PHASE: CONCP DE AL E& PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (GFE)

DESIGN ENV: TEA was developed to be used with ADAS (Architecture Design
and Assessment System). See ADAS for design environment requirements.

CIRCUIT DESCRIPTION: VHDL
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USE PREREQUISITE: High-level description of the functional circultry that requires
testability.

DEVELOPER: Research Triangle Institute (RTI)

COMMENTS: Usefulness of TEA will Increase substantially upon the completion
of Enhanced TEA.

Enhanced TEA conceptually has the following additions:

* Fully populated DFT rules, BIT techniques, and BIT modules data
bass,

* Fully automated Al-basod module Interfacing.
SFault-toleranoe design capability

- Design for prognostio capability.
* Extension of TEA for Monolithic Microwave Integrated Circuits

(MMIC) to be known as TEAM.

Interfaces to TISSS (Included In this section).

REFERENCES:

1. ADAS Marketing Coordinator
Center for Digital Systems Research
Roasearch Triangle Insitute
P.O. Box 12194
Research Triangle Park, NC 27709
(919) 541-7436

2. Army Point of Contact
U.S. Army - CECOM
Attention: AMCPM-TMDE.LT
Ft. Monmouth, NJ 07703
(201) 532-1447
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3.2.4 To"8

NAME: 11T88 Teeter In Support Software System

YEAR: I1S

FUNCTION: The primary f TISSS is to automate the generation and
maintenance of product sine and test programs for Very High-Speed
integrated Circuits (VHSIC) complex Very Large-Scale Integrated (VLSI)
devioes.

To accomplish tI provides a means of capturing computer-
aided design (CAD) data toduot specifications. TISS3 also aids In the
generation of these data seaptured, the data Is automaUtally loaded Into
the Tl888 data baus, whentalned In a standardized, tranqsrtable, and
computer.acceesible formdata sets are accessed by TI88S to generate
product specifications and me. TISSS also provides tools for validating
the data sets to ensure coo of data, proper syntax, semantics, and data
intent.

CAPACITY:

CPU TIME:

APPLICATION: Z& PC.

ACQUISITION PHASE: C0MIVAL EQ EBDIT DPLYMt'r

PUBLIC DOMAIN? Y/N (01

DESIGN ENV: TISSS Is aystem written In Ada. Although designed to
be portable, with minimal ns, TIS8S was developed on, and uses, the
features of the Digital Edorporatlon VAX computer systems, The
minimum TIS88 hsrdware/qulrrments are:

o Micro Vex Ilh floating point coprooessor, or a VMS.

compatible Dth higher performance

o Necessary coxturee

o 5 MB main m,

o KDAS0 disk c

o TK50 SMBi
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o DHVI1 8.Iline asynchronous multiplexer

o Diagnostics and hardware

o RASI -EA three disks In second 40" cabinet; disk capacity 456 MB
each

o VT240 graphics terminal

o MicroVMs

o Ada License (DEC)

o Oracle Data Base Management System License (Oracle Corp.)

o Test Description Macro Skeleton License (DEC)

o PALETTE grahlos license (Palette Corp.)

OPTIONAL:

o HITS (government furnished)

o HILO (GenRad Corp.)

o VHDL Support Environment (government furnished).

An estimate of the on-line disk storage necessary for an operational TISSS system
Is based on the following table:

STORAGE SIZE IN BLOCKS
(Block-6i 2 bytes)

Item Required Optional

TISSS exeoutable code 21,000
MI executable 18,000

On-line software users manual 5,000
All TISSS documentation 73,000
HILO simulator executable 34,000
HITS simulator executable 19,000
VHDL analyzer executable 16,000
Oracle software library 22,500
PALETTE executable code 6,600
TDMS 23,000
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TISSS data base working area
(20K gates, one device) 560,000

VHDL design library (transient) 20,000
Test vector (transient) 50,000
Paging space

(20K gate device, single user) 300,000

TOTAL 1,148,6000 202,000

Blocks Blocks

or

574.3 Mb 106 Mb

REFERENCES:

Point of Contact:
Bill Russell, RADC/RBR
Griffins AFB, NY
315/330-3974
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3.2.5 Printed Circuit Board Testability Design Guide and Rating System

NAME: Printed Circuit Board Testability Design Guide and Rating System

YEAR:

FUNCTION: A methodology was developed during an Air Force-sponsored study
that accurately evaluates the testability merits of a printed circuit board (PCB).
This Is accomplished through a "Figure of Merit" rating system that weights the
"difficult to tests and "easy to test" aspets of a circuit design.

The principal output of this study is an extensive Testability Design Guide that
describes how testability problems associated with circuit structure can be
corrected, The design guide works hand-In-hand with the rating system so that the
rating system Identifies the nature and extent of the current testability problem, and
the guide provides the means to correct the design deficiencies.

CAPACITY: N/A

CPU TIME: N/A

APPLICATION: VLSI Pfl SUBSYS SYSTEM

PUBLIC DOMAIN? Y/N

DESIGN ENV: N/A

REFERENCES:

Consolla, W.M., Danner, F.G., "An Objective Printed Circuit Board
Testability Design Guide and Rating System", Rome Air Development
Center (RADC) Technical Report TR-79-327, January 1980.
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3.3 Diagnotto Authoring Tools

This section lists software design systems, as well as software tools, that
are either available or under development to aid In the design and development of
an effective diagnostic system.

Diagnostic Authoring Tools may be further subdivided Into two (2) major
categories: Generic Diagnostic Authoring Tools and Automatic Test Generation
Tools. Information pertaining to each of these tool types Is provided In the ensuing
paragraphs,

3.3.1 Generlo Diagnosao Authoring Tools

Those types of tools are predominantly concerned with authoring
optimized test sequences, techniques, procedures, or technical Information In
support of the diagnostic design process.

Tools that aid In diagnostics authoring during design and development
have the following features In common:

"* They are useful during more than one acquisition phase and apply to
more than one level of Integration.

"* They apply to a variety of hardware technologies, Including analog
and digital circuitry.

" They are all versatile and capable of many design assist functions.
That function capability relative to this document being: assisting In
the various authoring tasks required to design and evaluate a
diagnostic capability.

A summary description of tools that aid In diagnostic authoring during
design are provided an the following Table:
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ACRQNYM AEPI.JKAflOt PRIMARY-DIAGNOSTIC COMMENTSJ

FUNCTIONl

CATA VLSIIPCS/ OFT OUIDANCE; Fl APPLICASLE TO:
tUSsysTaM STRtATEGY: Y ANALYSIS INCOMING INSBT

AND ATO *MPG TESTING
SYSTEM MP16 TUST
FROCT VERIPICATION

*SYS MAINTAWNAILIlY

GIMADS VLOUPCEI R1FERENNOE SOUIRCE IDEAL TO USE IN
DIAGNOSTIC SUSSYSTem POR Ill STRATEGIEIS CONJUNOTION WITH FMEA
LIBRARY DEEOmPMENT

IDUS. ADA SUUSYSTEm AUTHOR DIAGNOITIC FUNCTIONS AS A SRIDGS
sysTEM RUILESI AND PROCRES TO PAUS INPO PROM

AND DEVELOP TEST DESIGN TO SUPPORT
PPIOCEDURES1

IDES- TIATA POWSUBSYlEy~M PROViDES INTERFACEI PROMOTES PAPE1RLESS
SYSTiM POR AUVI.O111EDITOR1 DIUSSMINATION OF

FOR CREATING OP TECHNICAL INFORMATION
TCIOWNIOAL TRAJNIING
MATERIAL

TGIRPIS, POEISUUYSTEM PROVIDES 51ST NEXT TOIR4 IS A PROGRAM
TEST RCOCMdENDATION UTN.EING P14, A
FOR TPS DEVELOPMENT GENERAA. DIAGNOSTIC

KNOWLEDGEDASEDD EXPERT
SYSTEM
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3.3.1.1 CATA

NAME: CATA • Computer Aided Testability Analysis

YEAR: 1983

FUNCTION: CATA provides DFT guidance, FI strategy, and automatic generation
of test list after TY evaluation.

CATA is applicable to incoming Inspection, manufacturing test, system
manufacturing test, production verification, and system maintainability,

CAPACITY: (Typical) 5 to 15 PCBs with 400 lCs of SSI to LS1 con.plexIty.

CPU TIME: 30 min for above capacIt/

APPLICATION: VLSI PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL FSD PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N

DESIGN ENV: VAX 11-780; written In Pascal

CIRCUIT DESCRIPTION:

USE PREREQUISITE:

DEVELOPER: Etudes et Productions Schlumberger

COMMENTS: CATA applies to digital and analog circuits.

Now developments of the system were terminated In 1986. CATA Is an internal
testabiilt;, analysis program and is not marketed as a product by Schlumberger.

REFERENCES:

1. Robach, Ch., P. Malecha, and G. Michel, "Computer-Aided Testability
Evaluat!on end Test Generation," IEEE International Test Conference
1983

2. Robach, Ch., P. Malecha, and G. Michel, "CATA: A Computer Aided
Test Analyals System," IEEE D&T of Computers, May, 1984
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3.3.1.2 GIMADS Diagnostic Library

NAME: GIMADS DIAGNOSTIC LIBRARY
GIMADS - Generic Integrated Maintenance Diagnostics Program

YEAR:

FUNCTION: An effective method of classifying and referencing diagnostic
techniques making a wealth of diagnostic strategies readily available to planners of
new systems. The library Is in spreadsheet format and looks very similar to an
FMEA. In fact, a description of the component and Its corresponding failure mode
are two of the five columns provided on the spreadsheet. The other three columns,
which refer to the diagnostic techniques associated with detecting and Isolating the
described component In each of Re given failure modes, are as follows:

- DIAGNOSTIC TECHNIQUE: A small selection of possible test
techniques Is provided In this column.

SIMPACTS: This column relates the Impact tie., skill level, reliability,
cost, etc.) that each particular technique has on the system.

- COMMENTS: Included In this column are pertinent facts that may

help the designer during the selection process.

CAPACITY: N/A

CPU TIME: N/A

APPLICATION: VLSI PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL FQ PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (GFE)

DESIGN ENV: Pencil, paper, and calculator.

CIRCUIT DESCRIPTION: N/A

USE PREREQUISITE: Ample definition or description of the system requiring
diagnostic authoring.

DEVELOPER: GIMADS - General Dynamics team under contract from US Air
Force.
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COMMENTS: It would be a good Idea to fill In some FMEA data while working with
the GIMADS Diagnostlo Library. If, therefore, a diagnostic technique Is Selected
from the library for a particular failure mode of a particular component, then 50
percent of the FMEA process would also be completed at the same time.

Engineering analysis Is still required to make sure that the best selection offered by
the library is the best selection for the system being developed.

Often a test technique will detect many failure modes of many components. In this
case much of the information In the library need not be referenced.

REFERENCES:

1. GIMADS Team
General Dynamics
MZ1408
P.O. Box 748
Ft. Worth, Tx. 76101
(817)782.2204

2. Air Force Point of Contact
ASD/ENE (GIMADS)
Wright-Patterson AFB, Ohio 45433
(513) 255-2509/4428
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3.3.1.3 IDSS - ADA

NAME: IDS$ - ADA - Adaptive Diagnostic Authoring

YEAR:

FUNCTION: Performs those functions necessary to ensure the conversion of test
strategies, procedures and heuristics Information Into a form suitable for use by the
on-line diagnostician. The ADA will perform the following tasks:

. Process WSTA output for entry Into the weapon system knowledge
and data bases.

. Receive fault pattern Information from a test engineer and add it to
the fault-symptom table of the weapon system knowledge base, as
well as author additional diagnostic rules.

. Process developed test procedures. This Includes developing result
descriptions of the test procedures for the weapon system data base
and adding the test procedure code to the test procedure library that
Is accessed during fault Isolation.

CAPACITY:

CPU TIME:

APPLICATION: VLSI F._, SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEMNAL 22 PRDECTN DPLYMNT

PUBLIC DOMAIN?: Y/N (GFE)

DESIGN ENV:

CIRCUIT DESCRIPTION: N/A
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USE PREREQUISITE: The ADA will process the following type of Inputs:

"WSTA outputs Including, dependency model representation,
candidate search strategies, and logistic data (e.g., MTBF).

"Test procedures. All non-lOSS test procedure generators must
provide executable code and a description of the results of the tests.

" Fault pattern Information.

DEVELOPER: Harris Corporation under contract from the US Navy.

COMMENTS: Together, the ADA and TIATA provide a bridge for passing
Information between the design and support clusters.

REFERENCES:

1. Dr. Bruce J. Rosenburg, "The Navy Integrated Diagnostic Support
System - System Overview, Architecture and Interfaces," IEEE
AUTOTESTOON 1987.

2. Navy Point of Contact
NAVSE• • Code CEL-DS
Washington, DC 20362-5101
(202) 692-2035/2036
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$.3.1.4 IDSS -TIATA

NAME: IDSS - TIATA - Technical Information And Training Authoring

YEAR:

FUNCTION: Ensures the conversion of design Information Into teachable format
suitable for use by the on-line diagnostician. The TIATA Is dedicated to the
following tasks:

- Paperless dissemination of technical Information.

. Provide an Interactive Interface for an author/editor, which can be
used to create, view and edit technical Information and training
tutorials consisting of a combination of text, graphics, and audio-
visual material. The technical Information and training tutorials can
be hierarchically structured which promotes thoroughness of
Instruction while reducing redundancy In the training process,

CAPACITY:

CPU TIME:

APPLICATION: VLSI P UB SY SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL W. Pe.Qfl DELYMINT

PUBLIC DOMAIN?: ./N (GFE)

DESIGN ENV:

CIRCUIT DESCRIPTION: All technical Information Is In IGES.

USE PREREQUISITE: The TIATA will process various documentation sources.

DEVELOPER: Harris Corporation under contract from the US Navy.

COMMENTS: Together, the ADA and TIATA provide a bridge for passing
Information between the design organization and the user In the field.

The TIATA provides two types of Instruction, quick Instruction for step-by-step
guidance during an on-line diagnostic procedure, and broader Instruction for study
and maintenance skill development.
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REFERENCES:

1. Dr. Bruce J. Rosenburg, "The Navy Integrated Diagnostic Support
System - System Overview, Architecture and Interfaces," IEEE
AUTOTESTCON 1987.

2. Navy Point of Contact
NAVSEA - Code CEL-DS
Washington, DC 20362-5101
(202) 692-2035/2036
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3.3.1.5 TOIR

NAME: TGIR -Test Generator Inferred Reasoning
M18 - Fault Isolation Shell

YEAR: 1987 (prototype)

FUNCTION: TGIR Is a Navy sponsored program seeking for Al solutions to TPS
development. The prototype system developed by the TGIR program uses FIS (a
software system developed for general diagnosis Refill) for the generation of test
procedures, typically represented as diagnostic flowcharts. Although the system
needs to be refined, a knowledge-based expert system has been demonstrated
with the following characteristics:

. The Initial knowledge base Is comprised of collected Information or
facts which describe the specific UUT (may be attained from CAD
data base) and the UUT problems or symptoms.

. The Inference engine continues to develop the knowledge base by
conducting an Interactive dialogue with the test operator and/or the
ATE system.

. The Inference engine performs a search and pattern match to select
the appropriate test or fault diagnosis. When the fault diagnosis
routine stalls due to Incomplete, ambiguous, or contradictory data,
additional data Is requested from the test operator or ATE system.

. The rule base will be partitioned Into several parts. One part may be
a generic troubleshooting procedure and one part a specific
procedure as delegated by the UUT'e TRD. Other parts may be the
UUT'" failure history or a functional description of the UUT.

CAPACITY: N/A

CPU TIME: The time to derive a 'best next test' recommendation can take seconds
to minutes, depending on the complexity of the UUT.

APPLICATION: VLSI SUDSY$; SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL FSD fPRDOTN DPLYMNT

PUBLIC DOMAIN?: Y/N (GFE most likely)

DESIGN ENV: The prototype has been Implemented In LISP. FIS runs on Sun and
Vax workstations with planned capability to run on Symbolics and IS workstations.
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CIRCUIT DESCRIPTION: N/A

USE PREREQUISITE: FIS requires a list of teats before It can recommend what
test to perform next. A 'go chain' Is also required In order to verify normal
operation.

DEVELOPER: NAVAIR Engineering Center Is developing TIGR and Naval
Research Lab's Navy Center for Applied Research In Artificial Intelligence Is
developing FIS.

COMMENTS: TIGR/FIS applies to analog/digital circuitry.

TIOR blackboard architecture needs to be developed to determine next best test to
perform.

There are 15 to 20 other programs besides TIGR utilizing FIS as a diagnostic
reasoning aid.

Causal modeling and heuristic search are the dominant Inference techniques used
by TIGR/FIS.

The techniques used by knowledge engineers will have a great Impact In
determining whether or not Al will provide successful solutions sought by the ATE
community. See Ref43].

REFERENCES:

1. F. Plpitone, "The FIS Electronic Troubleshooting System," IEEE
Computer magazine, July 1986, pp 68-76.

2. Kenneth A. Porter, Jr., "Al Applications to Automatic Testing: Trend
For the Future," AUTOTESTCON 87 pp 377-382.

3. Jerry L. Kunert, "Knowledge Engineering," AUTOTESTCON 88 pp
159-164.

4. Navy Point of Contact
Navy Air Engineering Center
Code 9013E
Lakehurst, New Jersey 08733-5000
(201) 323-2462/2648
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NAME: Al-TEST - Artificial Intelligence Test

YEAR: 1987 (Commercially available)

FUNCTION: At-TEST (formally ATEX - see Ref[21) Is an expert system that offers
the following assistance during the testing process:

. Ranks modules according to their likelihood of being the cause of

failure.

. Suggests diagnostic goals for the next stage of testing.

. Identifies and evaluates tests which may be used in achieving the
diagnostic goals and proposes the moikt cost effective test.

CAPACITY: MS-DOS version up to 100 modules; UNIX version up to 1000
modules.

CPU TIME: The time to derive a 'best next test' recommendation can take
seconds to minutes depending on the complexity of the UUT.

APPLICATION: VLSI EQI .SUBS SYTE

ACQUISITION PHASE: CONCEPT QELVL fW FRDCTI DPLYMNT

PUBLIC DOMAIN?: .YN (PRTY)

DESIGN ENV: Al-TEST has been Implemented In the "C" language (a part of the
inference engine was prototyped In PROLOG) and can run on an MS-DOS based
computer (e.g., an IBM PC/XT or AT, HP Veotra, Compaq) which may be
Interfaced to an ATE minicomputer, be embedded In a UNIX based ATE
minicomputer (HP 350) or be operated Independently In manual testing.

CIRCUIT DESCRIPTION: N/A

USE PREREQUISITE: The user must create a UUT-specific knowledge base
which Includes the unique structure and characteristics of a given UUT, and the
test available to diagnose It, Specifically, for any given UUT one must supply the
following Information In order to generate the UUT-specliflc knowledge base:

- The block diagram, which conslsts of elements (modules, ports,

junctions, test-points) and links (wires, buses) between these
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elements. For each module, several parameters are needed
Including Its failure rate (if known), degree of criticality, and whether It
belongs to one of the families In the Al-TEST library.

- The set of tests defined for the UUT. For each test, the user provides
a description of Its path and the measurements taken at Its output
points.

- For a unit with 100 modules and 80 - 100 tests, UUT preparation may

take 120 hours,

DEVELOPER: Intelligent Electronics, Inc. (See Ref.)

COMMENTS: Al-TEST ipplies to analog/dlgital circuitry.

Besides the UUT-speclfled knowledge base which Is built by the user, AI-TEST
contains a general purpose knowledge base. This base encompasses knowledge
related to electronic theory, Including knowledge about different kinds of
measurements (DC voltage, frequency, etc.), and a library of functional level
element families (A/D converters, amplifiers, etc.).

The user may request Al-TEST to explain its line of reasoning.

Summary reports may be viewed on the display, printed out In hard copy, or stored
In a file. Such flies are later used for learning purposes In order to Improve the
UUT knowledge base. Data base tools are Included for data management of
UUTs.

In ar ATE environment, Al-TEST may be Interfaced to the ATE computer via RS-
232 or IEEE-488 Interface. Through this link, a fully automatic test system may be
obtained where Al-TEST communicates with the test executive.

As time goes on, Al-TEST will reach higher levels of comprehensive and correct
diagnostic assessment.
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REFERENCES:

1. M. Ben-Basset, ot al, "A Case Study With Al-TEST: An Expert
System For Electronic Troubleshooting,* IEEE AUTOTESTCON,
1987,

2. M. Ben-Basset, 'Expert Systems for ATE the ATEX Approaoh," IEEE
AUTOTESTCON, 1985.

3. lET - Intelligent Electronics Inc,
14 Esser Tachanot St.
Ramat Machayul, Tel Aviv
Israel

C-91



DESIGN AUTOMATION TOOLS APPENDIX C

3.3.2 Automatic Test Generation Authoring Tools

This section contains software tools available that are a subset of tools
that aid in diagnostic authoring, In particular, they aid in authoring or generating
digital test vectors.

They are called Automatic Test Generators (ATGs) or Automatic Test
Pattern Generators (ATPGs).

Automatic Test Generation (ATG) and fault simulators go hand-in-hand
and sometimes are one In the same tool. However, for classification purposes,
fault simulators can be found In the Section for Testability/Diagnostic Assessment
Tools (Section 4.2) under the subheading called Diagnostic Effectiveness
(Prediction),

A simulator Is a software program which provides a simulation of the
normal (i.e., no-fault) behavior of Internal circuit nodes and primary outputs In
response to stimuli applied to Its Inputs. Simulators are very Important design tools
and are one Instrumental aid In the design/development of modern digital systems.
Most simulators provide a fault simulation capability. Fault simulation Is a
simulation of a circult In the presence of a fault. The fault Introduced Is chosen to
be compatible with the particular characteristics specified by a fault model for a
particular device (i.e., stuck at "0" or stuck at "1"). Most units under test contain
many fault possibilities. Most fault simulation systems will, 6n demand,
automatically Inject faults one.by-one Into a UUT, so that the user can ascertain the
effect of these faults In response to a given test vector stimulus Input to the UUT,
A fault Is considered "detected" If the response of the circult Is visibly different from
the good circuit with respect to the stimuli applied. Implicit In fault simulation Is the
capability to compare a good circult simulation against faulty circuit behavior.

Automatic Test Generators (ATGs) or Automatic Test Pattern Generators
(ATPGs), as they are sometimes referred to, typically employ both fault simulation
and test pattern generation capability. After a fault simulation Is run In response to
a given test vector stimulus, the ATPG examines which faults remain undetected
and tries to determine what new test vectors need to be applied to the UUT to
detect those previously undetected failure modes. The process of "generating"
new test vectors Is called test generation, ATPGs/ATGs are used to automate this
process. However, even relatively simple sequential circuits can be extremely
difficult for an ATPG/ATG algorithm to analyze and, subsequently, to generate test
patterns. Practically speaking, most tests are for the most part derived "manually,"
often by trial and error, utilizing a fault simulator for data feedback analysis.

The digital test vector "authoring process" concludes when 100 percent
of the faults In the UUT fault list are detected.
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Both types of tools (Ie., ATPG/ATG and fault simulators) are essential to
the design and evaluation of an effective diagnostic system.

Many systems that do not plan to Include a particular diagnostic
capability as part of the design process, deploy ATGs simply because they make
the production validation process economically feasible. However, these tool
capabilities very much serve In the assistance of Including diagnostic capablilties.
For example, they may be useful during the Deployment Phase within the repair
cycle, for developing BIT routines, or for fault-tolerant design and evaluation.

Tools that aid In automatic test generation all have the following features
In common:

"They would be deployed during the Full Scale Development Phase
for the purpose of deriving an effective and optimized set of test
vectors necessary to perform the task of validating the functional
design during production.

" They all apply to digital circuitry and primarily process faults at the
gate level.

"Although each tool Is capable of being run separately, ATGs and fault
simulators are almost always run together, The ATG provides the
test vector set. The fault simulator, either statistically or
deterministically, evaluates what percentage of the total faults
considered would be detected by such a test vector set.

" Speed enhanoemert Is this family of tools prime competitive sport
and each has a unique way of remaining In the arena. Refer to tho
following chart with the column headed, "INCREASED SPEED
METHOD."

A summary description of tools that aid In test generation authosing
during design are provided In the Table below:
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ACRONYM APPLICATION INCREASED SPEED COMMENTS
METHOD

AIDA VLSI/PCS/ A RISC CO simulator Provides exoslent
Subsystem Is mounted Into the lown design

WotkOHatd &"whane*

HITS VL8IJPCD Uses conourrent Assist* In TIPS
simulation development

LASAR VER 6: VLSI/POD Concurrent Post prtceslGV
PROSECUTOR Simtulation evsiIabis to maske

*timull comatbl with
tar"e teeer

SOCRATES VLSI Use" an imnproved ATO Carries Information
Ian algorithm & an houdsticalty
efficint faut lfrom TY Analysis to
simulation approach ATO process

THESEUS VLSI/PCS After each teat Providoe an
vector, all detected alternative to soen
aout are no longer deslig

considerpd

ZYCADt VLSI/POW Simulation IrMlemented ZYCAD's Next Gen
Next~en Subsystem In hardware employing Is an accelerated

Parallel Pp~eline ATO
processing tecniques
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3.3.2.1 AIDA

NAME: AIDA ATPG

YEAR: 1987

FUNCTION: As part of an Integrated set of testability tools, the AIDA ATPG works
in conjunction with the AIDA fault simulator and automatic scan generator to reduce
the "testability overhead" during SCAN design and speeds up the generation of test
vectors for manufacture. ATPG creates vectors to detect manufacturing defects and
can achieve 100 percent coverage of the detectable single stuck-at fault In a SCAN
design. When used In conjunction with the AIDA fault simulator, the set of required
test vectors can be reduced to a small number. Often only a few hundred test
vectors are required to adequately test a 30K gate design.

Refer to Section 4.2.2,1 for more Information on AIDA.
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3.3.2.2 HITS

NAME: HITS - Hierarchical Integrated Test Simulator

YEAR: 1987 -HITS 14

FUNCTION: HITS Is a Digital Automatic Test Program Generator (DATPG)
software systern. Its primary function as a software tool is to assist in the
development of digital Test Program Sets (TPS) and as a means to evaluate/verify
digital designs.

Refer to the section on fault simulators which can be found In appendix (4.2.2.4)
Testability/Diagnostic Assessment Tools.
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3.3.2.3 LASAR VERSION 6 - PROSECUTOR

NAME: LASAR VERSION 6- PROSECUTOR

YEAR: 1982, origin 1978

FUNCTION: LASAR Version 6 provides a CAD simulation system for design
verification and test program generation Incorporating the following testability
subprogram:

PROSECUTOR - An optional component of LASAR Version 6, it automatically
generates test vectors for CMOS, NMOS, TTL, and ECL gate arrays, standard
SSl/MSI parts, fuse-programmable logic arrays and sequencers, and other digital
parts of similar size and complexity. It uses a critical path sensitization technique,
generating self-initializing stimulus vectors which cause circuit node faults to
propagate to primary output pins.

Testability problems such as non-initializable latches, redundant circuitry, and
tristate outputs which need pull-up resistors are uncovered In the process. These
problems are reported so they can be evaluated by the circuit designer who can
Interact If necessary.

Refer to the section on fault simulators which can be found In this appendix (4.2.2.6)
for Testability/DIagnostic Assessment Tools under the subheading called
Testability/Diagnostic Effectiveness (Prediction) and also to this appendix for
Testability/Diagnostic Design Implementation under the subheading called
Architecture (3.1).
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3.3.2.4 SOCRATES

NAME: SOCRATES - Structure Oriented, Cost Reducing, Automatic Test
Pattern Generation System

YEAR: 1988

FUNCTION: An ATG system providing random or deterministic test patterns for
VLSI with scan and combinational circuits. It promises significant cost reductions by
combining the following technical improvements to Its ATG process:

. It uses a highly efficient fault simulation approach, see Ref[4].

. It Improves upon an already efficient FAN algorithm, Ref [21, using
special techniques that reduce the number of backtraclngs and
recognize conflicts early.

. It heuristically carries over Information derived from the testability
analysis and applies it to the ATG process (refer to HECTOR].

CAPACITY: Over 100,000 primitives on an Apollo Domain DN 4000

CPU TIME: A sample circuit (07552 of Ref (3]) achieved a 98.25% fault coverage
when 231 test vectors (both random and deterministic) were applied. The total CPU
process time took 284.3 seconds, of which 86.6 seconds were due to fault
simulation and the remaining time due to generating test vectors,

APPLICATION: M PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEMWVAL FSD PRDCTN DPLYMNT

PUBLIC DOMAIN?: X/N (PRTY)

DESIGN ENV: Part of the SITEST CAD/CAT system, The above example was run
on an Apollo DN 3000 workstation.

CIRCUIT DESCRIPTION: Circuits can be described at gate level, Including XOR
and XNOR gates, or can be described with high.level primitives, e.g., adders,
multiplexers, demultiplexers, encoders, decoders, etc. Circuit description Is based
on the SMILE Simulator, Ref(5].

USE PREREQUISITE: SMILE simulator or (at least) SMILE circuit compiler.

DEVELOPER: Siemens AG, W. Germany
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COMMENTS: SOCRATES will provide the following outputs:

- List of faults of Interest

- aborted
- redundant
- undetected

. List of generated test patterns

. The backtrack distribution file

. A summary file providing information such as CPU time, fault
coverage, etc.

SOCRATES provides an option to generate teats for only a given set of faults.

The developers of SOCRATES are Investigating more possibilities of Improvement,
for example:

. Find alternatives to random patterns, particularly for random pattern
resistant circuits.

. Minimize multiple backtraces while maintaining SOCRATES
performance In terms of backtrackings and aborted faults.

- Develop techniques that would automatically choose the teastability
measure that would achieve good performance with minimal conflicts.

. Determine If dynamic testability measures would prove beneficial.

. Further Improve upon the heuristics employed.

REFERENCES:

1. Schulz, MH., E. TrIschler, and T.M. Sarfert, "SOCRATES: A Highly
Efficient Automatic Test Pattern Generation System," IEEE ITC 1987,
pp. 1016-1026

2. FuJlwara, Hideo and Takeshi ShImono, "On the Acceleration of Test
Generation Algorithms," IEEE Transactions on Computers, vol. C - 32,
No.3, pp. 1137 - 1144, Dec. 1983.

3. Brglez, F. and H. Fujiwara, "A Neutral Netlist of 10 Combinational
Benchmark Circuits and a Target Translator In Fortran," Proc. IEEE
Int. Sym. on Circuits and Systems; Special Session on ATPG and
Fault Simulation, pp. 883 - 698, June 1985.
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4. Antrelch, K.J. and M.H. Schulz, "Fast Fault Simulation In
Combinational Circuits," IEEE Int. Conf. on Computer Aided Design,
ICCAD - 1986, Nov. 86.

5. Gonauser, M., Egger, F., Frantz, D., "SMILE - A Multilevel Simulation
System," Proc. 1984 IEEE ICCD, pp. 188 - 193.
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3.3.2.5 THESEUS

NAME: THESEUS - ATG With Inherent Testability Analyzer

YEAR: 1986

FUNCTION: An ATG system capable of high fault coverage for complex sequential
circuits without need to change design for testability. There Is an optional Interactive
testability analyzer.

CAPACITY: 250 K nodes/chip

CPU TIME:. (Example) 3,585 vectors for a highly sequential, function controller
circuit took 116 min.

APPLICATION: Y PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEMIVAL FS0 PRDCTN DPLYMNT

PUBLIC DOMAIN?: ./N (PRTY)

DESIGN ENV: VAX 11/785; part of CADAT simulation toolset

CIRCUIT DESCRIPTION: HHB System unique

USE PREREQUISITE: The circuit description Is a simple netlist file describing the
circuit's parts and Interconnections. This file Is easily generated from schematic
capture systems using netlist translators.

DEVELOPER: HHB Systems, Mahwah, N.J.

COMMENTS: THESEUS Is a practical alternative to scan path techniques or
complex Testability analyzers.

Testability reports are produced which contain the following information:

- List of zero, one, and trn-state CY ior each node In the circuit, sorted by
node or value

- Histogram displaying nodal CY

. List of nodes that cannot be controlled

- List of sources of un-CY
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E. I

- List of feedback loops that cannot be initialized

Test vectors produced by THESEUS are text files containing the stimuli to the
circuit. This file can be transported to the user's In-house simulator; or using the
CADAT simulator option, the complete test program consisting of stimulus and
response data can by generated.

Upon completion of the test generation process, THESEUS provides a variety of

fault analysis reports which consist of:

. Listing of all faults including the detection step and status of each

. Listing of faults detected by test stop

- Listing of any undetected faults

- Listing of test generator performance for each fault selected

THESEUS takes advantage of the fact that a test for one fault frequently detects
many other faults. All detected faults are eliminated from the data base. Control Is
then returned to the ATG engine which generates vectors for the remaining
undetected faults. This process continues until all the faults have been detected
and the fault data base is exhausted.

THESEUS allows reconvergent fan-out structure paths to be simultaneously

sensitized without excessively burdening the test generation process.

REFERENCES:

1. Marlett, Dr. R.A., 'An Effective Test Generation System For Sequential
Circuits," IEEE Design Automation Conference, 1986.

2. Marlett, Dr. R.A., " A Comprehensive Test Generation Technique For
Highly Sequential Circuits," IEEE Design Automation Conference,
1978.

3. Also see CADAT 6
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3.3.2.6 ZYCAD NextGen

NAME: ZYCAD NextGen

YEAR: 1985

FUNCTION: Perform ATG tasks. It Implements the simulation In hardware
employing parallel pipeline processing techniques. This affords greater speed than
possible with software routines which must retrieve Instructions from external
memory and execute them sequentially.

COMMENTS : NextGen, an accelerated ATG, features an enhanced
Implementation of extended backtraoe algorithm. It can be applied to devices
containing any mix of combinational and sequential logic and up to 65,000 gates.

NextGen allows for fault dictionary or guided probe fault Isolation and enables the
user to focus on those parts of the design that may be untestable, helping to
achieve optimum testability.

NextGen II replaces the original NextGen and Includes many enhancements as

follows:

. Speed 10 - 20 times original release of NextGen

. Fault coverage significantly extended

. Features added, user Interface enhanced.

NextGen does a testability analysis of the network prior to beginning test generation.
With the addition of "Dynamic Heuristics," Next~en augments this Information and
continues learning about the circuit during the test building process. This allows
NextGen to better choose and sensitize paths through the design, Improving
performance and minimizing test generation time.

Use of ZILOS, a friendly simulation environment, promotes the use of the same data
base files for logic simulation, fault simulation, test analysis, and test generation.
Refer to the section on fault simulators (4.2.2.11) In this appendix.
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4.0 ASSESSMENT TOOLS

There are two categories of tools that lie within the assessment umbrella.
Inherent testability analysis tools and diagnostic test effectiveness tools.

4.1 Inherent Testability Analysis Tools

This section contains various tools available to aid In the task of
performing an Inherent testability analysis.

There are no claims made that this Is an all Inclusive list. There are
perhaps dozens of tools that are not Included that perform better or equally as well
as some of those described here.

The Inherent testability analysis tools listed In this section all have the
following features in common:

"* They would be used as Inherent testability analysis tools during the
Full Scale Development Phase, with the possibility of being useful
during the Demn/Val Phase.

" With the exception of IDSS/WSTA and STAMP, they all apply to
digital circuitry only.

"* They measure a circuit's testability by determining controllability and
observablilty factors.

No attempt has been made to rank these tools. Therefore, they are listed
In alphabetical order.

A summary description of t9ols that aid In assisting Inherent testability Is
provided In the following Table.

The following explains the column headings of the chart:

TEST PNT ANAL/REC?: A "yes" Indicates that test point analysis
and recommendations are included In the program.

STATISTIC ANAL?: A "yes" Indicates that statistical or probabilistic
analysis is performed on the circuit. Statistical analysis vs
deterministic analysis Is a tradeoff between speed and accuracy.

ENHANCE ATG?: All testability analysis will enhance test program

generation, however, a "NO" here Indicates that the program Is not

C-105



DESIGN AUTOMATION TOOLS APPENDIX C

closely coupled to the ATO process and It does not have a direct
Impact on tests generated. Tools that do significantly enhance the
ATG process were either labeled with the word "VECTORS" or
"STRTGY". This was done to distinguish between ATG's that
produce a myriad of digital test vectors and test generation that
produces an overall test strategy. A test strategy may or may not
Include digital test vectors.

CHNG/ RE-ANA?: A "yes" Indicates that one Is able to run the
analysis and detect the areas that require changes and then re-run
the analysis while remaining withln the program.
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ACRONYM APPLICATION LEVEL OF 'TIKT PNT "STATISTIC *ENHANCE 0CHNG/
ANALYSIS AIWALQWC ANALYSIS? ATO? RE-AN-A

CAIT VLSIPCB/ GATE YES NO NO NO

CAMELOT VLSI GATE NO NO NO NO

COMET VLSI GATE YES NO NO YES

COP VLSI GATE NO NO VECTORS NO

COPTR VLSI/PCB GATE NO NO VECTORS NO

DTA VLSI/PCI GATEiREGW YES NO NO YES
MACRO

FACE VLSI TRNSTW NO YES NO NO

GATE/BLOCK

HECTOR VLSI GATE NO NO VECTORS YES

HnIAP VLSI GATE NO NO NO NO

IDSS/WSTA POCVSUBSYS COMPONENT/ YES NO STRTGY NO
SYSTEM DEPENDENCY

MODELING

ITTAP VLSI GATE NO NO NO YES

PROTEST V1,SI TRNSTR/ NO YES VECTORS YES
GATE

STAMP ALL L.VELS COMPONENT/ YES NO STRATEGY NO
DEPENDENCY
MODELING '

SCOAP VLSI GATE YES NO NO NO

TESTABILITY PCS/SUBSYS COMPONENT NO NO NO NO
CHECKLIST

THESEUS VLSI/PCB TRNSTR/ NO NO VECTORS YES
GATE

TMEAS VLSIPCI REGISTER YES NO VECTORS NO

VICTOR VLSI GATE YES NO NO NO

S.o previous page for explanation of those categodie.
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4.1.1 CAIT

NAME: CAIT - Computer-Aided Fault Isolation Testability

YEAR: 1987

FUNCTION:

"* Identifies specific circuitry which Inhibits or defeats fault detection

"* Chooses optimal Input and output toot points

"* Estimates maximum possible fault coverage (this analysis does not
require any test vector generation)

"* Identifies feedback loops and the fewest number of breakpoints

"- Provides an Index of fault Isolation test program complexity based on
the number of signals

CAPACITY: 3500 gates on an IBM PC-AT w/640 K. Memory requirement for larger
networks 1 Mbyte RAM for each 5,000 network equivalent gates. Capacity on
Mentor Graphics Idea Station Is 100.000 gates.

CPU TIME: Full Analysis of 3500 gate design on an IBM PC-AT Is 4 hours. Run
time dependency on model size Is slightly higher than linear. Run time Inversely
proportional to MIPS,

APPLICATION: VLSI. PCB. SUPSYS, SYSTEM

ACQUISITION PHASE: CONCEPT, DEM/VAL, •Q, PRDCTN, DPLYMNT

PUBLIC DOMAIN: Y/N GFE

DESIGN ENV: IBM PC-AT and Mentor Graphics Idea Station. It Is written In
FORTRAN 77.

CIRCUIT DESCRIPTION: Netlist

USE PREREQUISITE: No training Is required. Device library must be created
based on function table descriptions of devices. No special language has to be
learned.
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DEVELOPER: ATAC, Mountain View, CA

COMMENTS:

. Identifies specific circuitry which Inhibits or defeats fault detection

- Can generate reports In terms of color-onded schematics

- Able to process bl-directlonal signals

REFERENCES:

1. ATAC
ATTN: Brad Ashmore
1200 Villa Street
Mountain View, CA 94041
(415)965-8801

2. Naval Ocean Systems Center, "Testability Analysis Tools On A
Military System", Technical Report, September, 1987.

3. Navy Point of Contact
Naval Ocean Systems Center
Code 936(B)
San Diego, CA 92152-5000
(619) 553-3261
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4.1.2 CAMELOT

NAME: CAMELOT- Computer Aided Measure for Logic Testability

YEAR: 1980

FUNCTION: Assigns CY and OY values for every node in the circuit and
calculates Testability. Unlike SCOAP, CAMELOT can compute Testability around
feedback paths or reconvergent circuits.

CAPACITY:

CPU TIME:

APPLICATION: V.I E0B SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL EM PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N; see HITAP (Tool No. 4.1.9)

DESIGN ENV: The first draft was written In Pascal and used a subset of a circuit
Image written for the TEGAS logic simulator, but Is not restricted to this form of
Input.

CIRCUIT DESCRIPTION:

USE PREREQUISITE: One must read In and check circuit connectivity description.
Also CY and OY transfer factors, CTF & OTF, must first be computed for each
node.

DEVELOPER: Cirrus Computers, UK, for the British Post Office

COMMENTS: The ultimate measure of Testability Is the total cost of producing
and evaluating a test program. CAMELOT provides a quick, early evaluation to
guard against cost overruns.

- Provides Interactive design for Testability.

- For reconvergent paths of unequal length, CAMELOT selects the
shortest path.

• For reconvergent paths of equal length, CAMELOT computes the OY
for both paths and retains the higher value.
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" A simple measure of Testability, for each line Is obtained in

CAMELOT as:

Testability(line) n CY(line) * OY(ilne)
where 0cTestability<l for O<CY<I and O<OY<I.

"- The overall Testability of the circuit Is computed as the arithmetic
mean of the individual line's Testability:

Testabllity(circult) a Total Sum of All TY(llnea)
No. of lines

. CAMELOT may be used In a test generation strategy because of the
path sensitizing approach Included In the CAMELOT algorithm.

"• Because CAMELOT does not provide for automatic re-analysis of the
olroult, obtaining a circuit design optimized for testing can be an
exhaustive process.

"* For very large scale circuits the computations necessary to derive
CTF and OTF become uneconomical.

REFERENCES:

1. Bennette, R.G., et &l, *CAMELOT, A Computer-Aided Measure For
Logic Testabillty," IEEE Intemational Conference on Computers and
Circuits, 1980, p 1162-1165.

2. Bennette, R.G., "Design Of Testable Logic Circuits" Addison Wesley,
Reading, MA.

3. Also s* HITAP
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4.1.3 COMET

NAME: COMET - Controllability and Observability Measurement for
Testability

YEAR: 1982

FUNCTION:

Measure Testability from controllability (Cy) and observabillty (Oy)
measurements for each node, as well as an overall Testability
statistic.

A graphic statistics option Is available. The statistical analysis of the
circuit Testability measures, such as the combinational CY/OY mean
and standard deviation, are provided.

Re-design and re-analysis within COMET capability.

. Automated test point and logic Inserters available.

. A measure of ease of Initializing the circuit for test Is one of COMET's
outputs.

CAPACITY: N/A

CPU TIME: N/A

APPLICATION: VLSI PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEMNAL FSD PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N

DESIGN ENV: Part of Highland Design CAD System; VAX 11/780

CIRCUIT DESCRIPTION: McLDL

USE PREREQUISITE:

DEVELOPER: United Technologies Microelectronics Center
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COMMENTS:

" Based on SCOAP (gate level)

" Designers can experiment with different methods without having to
change the circult description or reocompile.

"* COMET can handle circuit characterlstlos such as gate Inputs tied
directly to power and ground, bidirectional signals, and three state
buses.

" The user enters a single line of code to describe, for example, an
Arithmetic Logic Unit (ALU).

" Fan-out nodes are listed and their OY's are given as the minimum of
the fan-out branch Ofat This Information Is Important when running
fault simulation to determine the fastest propagation patlh.

" COMET is not used to predict test patterns or to aid In fault
|lmulatlon.

REFERENCES:

- Berg, W.L., Hoes, RD., "COMET: A Testability Analysis And Design
ModIfletion Package," IEEE International Test Conference, 1982
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4.1.4 COP

NAME: COP- Controllability and Observablllty Program

YEAR: 1984

FUNCTION:

- Estimate fault coverage when pseudo random patterns are applied

* Heuristics oarry over for ATP generation.

* Testability assessment with or without test patterns,

* I/O with Testability signatures can aid In design verification.

CAPACITY:

CPU TIME: Order of magnitude faster than traditional fault simulators.

APPLICATION: Ml P0B SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEMiVAL FSD PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/h.

DESIGN ENV: IBM

CIRCUIT DESCRIPTION: Neutral file

USE PREREQUISITE: Levellze and rewrite using only one type netlist;
recommend using a program for this task

DEVELOPER: Bell Northern Research
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COMMENTS:

"- Uses Boolean algebra to determine fault detection,

"- Does not detect redundantly masked faults.

"* Fault simulation method,

"• Critical delay path trace capability.

"- Gate level represntat, mn.

"The combinational clroultry Is partitioned Into sets of overlapping
structural cones which also helps to enhance the ATPG process and
the critical delay path tracing algorithm.

"Similar to TESTSOREEN (not described In this document).

". Used by Texas Inst,

REFERENCES:

O Urglis, F., Pownall, P,, Hum, R., Applications Of Testability
Analysis: From ATPG To Critical Delay Path Tracing," 1984 IEEE
International Test Conference.
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4.1.6 COPTR

NAME: COPTR - Controllability - Observability - Predictability - Testability

Report

YEAR: 1982

FUNCTION:

. CY, OY, And Testability analysis for each node as well as for the
entire circuit.

- Closely coupled with ATG.

- It points out changes that would make a circuit testable.

CAPACITY: (Example) 5,894 signals

CPU TIME: The above example was compiled In 2 min, linked In 10 min, the fault
generation took 3 min, and the COPTR computation time was 20 min.

APPLICATION: M =I SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEMNVAL FaD PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: The TEGAS - 5 software family for design arnd test simulation;
CALMA workstations; 32 BIT Apollo workstation; supervised by Taskmaster.

CIRCUIT DESCRIPTION: TEGAS Description Language (TOL)

USE PREREQUISITE: Code network description In TDL, compile and link. No test
pattern or simulation Is required.

DEVELOPER: CALMA Company
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COMMENTS:

* Many CALMA menus enable variations of COPTR printout.

- COPTR Is hierarchical with a good model library.

- Use with TCAT, CALMA's fault simulator and ATPG.

REFERENCES:

1. Kirkland, T., Flores, V.,"Software Checks Testability and Generates
Tests of VLSI Design," ," Electronics Mag., March 10, 1983.

2. CALMA Company;
Attn: Thomas Poos
Milpatas, Ca. 95035 - 7489
(408) 434-4870

3. Naval Ocean Systems Center, J.C. Bussert, "Testability Measures On
a State-of-the-Art Circuit," Technical Document 835, Feb, 1986
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4.1.6 DTA

NAME: DTA - DAISY Testability Analyzer

FUNCTION:

. Computes six CY end OY values for each node.

. Evaluates Boolean expressions, ROMS, RAMS, and PLAs.

- Manual or automatic test point Insertion.

. Allows for re-evaluation In software mode.

CAPACITY: (Example) 122,110 gate equivalent circuit

CPU TIME: 8 MIPS. 11 min for above example.

APPLICATION: Y2 .U& SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL fSQ PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: Daisy Logician Workstation, Intel 80286 based, Used with
GATEMASTER, CHIPMASTER, BOARDMASTER, and MEGAGATEMASTER.
Written In PL/M with 12,000 lines of code,

CIRCUIT DESCRIPTION:

USE PREREQUISITE: Validation by Daisy Logic Simulator ensures the design Is
ready for DTA.

DEVELOPER: Dalsy Systems Corporation

COMMENTS:

* DTA Is event directed and compiler driven, therefore requires no
library and can process macro cells,

. DTA Is SCOAP based.
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REFERENCES:

1. Wang, L.T., Law, E., "An Enhanced Daisy Testability Analyzer
(DTA)," AUTOTESTCON, 1985.

2. Daisy Systems Corp.
Attn: Mark Fucolo
700 Middlefleld Road
Mountain View, Ca. 94039
(416)960.7168

3. Naval Ocean Systems Center ,"Testability Analysis Tools On A
Military System ", Technical Report, September, 1987.
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4.1.7 FACE

NAME: FACE - Fault Coverage Estimation

YEAR: 1986

FUNCTION:

"* Statistical fault analysis.

" Applicable to mixed levels; MOS transistor level, gate level, and
combinational functional block level.

" Its logic simulator deploys both event driven and circuit leveling
techniques.

CAPACITY: Information not available.

CPU TIME: Information not available.

APPLICATION: VLSI PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL FSD PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N UNIV

DESIGN ENV: Unknown

CIRCUIT DESCRIPTION: See above.

USE PREREQUISITE: Information not available.

DEVELOPER: University of California; Berkeley, CA
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COMMENTS: The ability of FACE to process both gate level and transistor level Is
particularly useful when designing with CMOS technology. Stuck open CMOS
transistors cause the combinational logic they are part of to exhibit sequential
behavior, which Is an order of magnitude more difficult to analyze.

One Is able to process Testability analysis while the design Is only described In
functional blocks.

REFERENCES:

Ma, H.K., Sanglovanni - Vincentelll, A.L., "Mixed Level Fault
Coverage Estimation,* IEEE Design Automation Conference, 1986
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4.1.8 HECTOR

NAME: HECTOR - Heuristic Controllability And Observability Analysis

YEAR: 1984

FUNCTION:

. Creates a weighted AND/OR graph based upon the circuit
description.

- Calculates CY and OY (identical to SCOAP) and Testability
measures.

. CY and OY measures are assigned to the hyperarc$ connecting the
parent node with a set of successor nodes.

• Hyperarca are ordered accordlng to CY and OY measures.

. Creates a tree search data base to run ATWIG, Ref[2]&[4], and EDIT,
Refiji].

. Provides guidance at each decision node for ATWIG.

- Provides guidance on how to select flip-flops to be Included Into an
Incomplete scan path.

CAPACITY: 10,000 nodes.

CPU TIME: Example circuit requires 371 sec on VAX 11/780; for other benchmark
circuits, see Ref. [3].

APPLICATION: VLI PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL FSD PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N

DESIGN ENV: Written In C with UNIX; part of IDAS: Integrated Design for
testability and Automatic TPG System. See COMMENTS and Ref [1].

CIRCUIT DESCRIPTION: CADAT circuit file Input description.

USE PREREQUISITE: Keyboard command transforms circuit description from
Daisy Logician database to CADAT to run IDAS.
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DEVELOPER: Siemens Corporate Research and Support, Princeton, NJ.

COMMENTS: The IDAS design system consists of the following:

CADAT - a fault simulator
HECTOR . testability analyzer
PRETEST - predicts the cost of an ATG run. See Ref[6].
EDIT - A set of tools to evaluate, display and Improve Testability
(e.g., to automatically Include an Incomplete scan path Into a given
circuit).
ATWIG - Automatic TPG With Inherent Guidance for combinational
and sequential circuits. See Ref[2]&[4].

The IDAS system was developed for research purposes only, many of Its features
are used In SOCRATES (3.2.2.4), an ATPG, see Ref. [71.

REFERENCES:

1. Trlshler, E., "An Integrated Design for Testability and Automatic Test
Pattern Generation System: An Overview," Proc. 21at Design
Automation Conference 1984, pp. 209-215.

2. TI 'achier, E., "ATWIG, An Automatic Test Pattern Generator With
Inherent Guidance," Proc. 1984 IEEE Int. Test Conf,, pp. 80-87.

3. Trischljr, E., Schulz, M., "Applications to Testability Analysis to ATG:
Methods and Experimental Results", Proc. 1985 IEEE Int. Symp. on
Circuits and Systems, PP. 691-694.

4. Trisohler, E., "Guided Inconsistent Path Sensitization: Method and
Experimental Results", Proc. 1985 IEEE Int. Test Conf., ppl 79-88.

5. Trisohler, E., "A Methodology for Statistical Evaluation of Estimated
and Real Testability Measures," Siemens Forsch. - u. Entwickl.-Ber.,
Vol. 16, No. 1, 1987, pp. 1-8.

6. Trlschler, E., "Incomplete Scan Path with an Automatic Test Pattern
Generation Methodology," Proc. 1980 IEEE Test Conf., pp. 153-162.

7. Schulz, M.H., E. TrIschler, and T.M. Sarfert, "SOCRATES: A Highly
Efficient Automatic Test Pattem Generation System," IEEE ITC 1987,
pp. 1016-1026
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4.19. HrTAP

NAME: HITAP - HI-Testability Analysis Program

YEAR: 1985

FUNCTION: HITAP Is a testability analysis program for gate array and standard
cell designs. HITAP Is compatible with GenRad's HILO Universal Logic Simulation
System. It allows the design engineer to Integrate testability Into the design
process. With HITAP, areas that are difficult to test are revealed during, rather
than after, the design process. HITAP provides the user with a relative figure of
merit for each circuit node. The figures of merit are expressed In terms of
observability (the ability to observe a node at a primary output) and controllability
(the ability to control the node from a primary Input). HITAP calculates a testability
figure of merit for each Item analyzed, as the product of the observabillty and
controllability factors, These faotors then provide a relative measure of the
testability of the design.

CAPACITY:

CPU TIME:

APPLICATION: VLSI PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL FM PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: DEC 32 bit machine; used In conjunction with HILO, HIPOST,
HICHIP, HITEST; written In Pucal.

CIRCUIT DESCRIPTION: Hardware Description Language (HDL)

USE PREREQUISITE: Requires netllst In HILO format, HDL.

DEVELOPER: GenRad
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COMMENTS: HITAP first finds CY, then OY, then Testability.

REFERENCES:

GenRad Inc.
Attn: Michael Busch
37 Main St.
Bolton, Mass 01740
(508) 77946271
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4.1.10 10S8 - WSTA

NAME: IODS- WSTA - Weapon System Testability Analyzer

YEAR:

FUNCTION: The WSTA provides the following testability analyzer capabilities:

. Controllabillty/Observablllty calculations for each test point or I/O
contained In the UUT.

. Test point utilization data. A measure of how often a test Is used in a
test strategy,

. Test point criticality. A measure relating the test point to the criticality
of the circuitry Involved.

- Provide to the test designer a prioritized lilt of test points which must
be monitored to detect the presence or absence of a fault In the
weapon system under test,

Refer to the Tools That Aid Testability/Diagnostio Prediction for more
details and more oapabilities of the IDSS/WSTA tool (4.2.1.4).
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4.1.11 ITTAP

NAME: MrrAP Interactive Testability Analysis Program

YEAR: 1982

FUNCTION:

. Testability analysis program.

. Measures are provided for 2 groups: difficulty to control and observe,
and test length.

- Contains standard logic elements as primitives within the library as
well as the ability to define CY and OY of any block of logic,

. Interactive.

CAPACITY:

CPU TIME: It uses a selective traco algorithm which saves 90 - 98% CPU time
compared to trying to evaluate every node for every test vector.

APPLICATION: ML81 PO0 SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEMNVAL f= PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/t

DESIGN ENV: The Prime 750 was used In the example.

CIRCUIT DESCRIPTION:

USE PREREQUISITE: Describe circuit as Interconnections of standard cell
elements found In library or Fortran subroutine.

DEVELOPER: ITT-LSI Technology Center
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COMMENTS:

. An order of magnitude run time Improvement over SCOAP.

- Varlous Interactive commands for assessing Testability are available.

REFERENCES:

SGoal, O.K., MoDermott, R.M., "An Interative Testability Analysis
Program - ITTAP," IEEE Design Automation Conference 1982
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4.1.12 PROTEST

NAME: PROTEST - Probabilistic Testability Analysis

YEAR: 1985

FUNCTION:

"Using signal probabilities as Input, the program will output the
probabillty a fault will be detected.

"Determines the required test length to obtain specified fault coverage,

CAPACITY:

CPU TIME: (Example) 26,460 transistors with 32,000 test patterns took 23
seconds of CPU time. To optimize to 1,778 toet patterns took 2,181 seconds of
CPU time.

APPLICATION: YML PCB' SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL Mf PRDCTN DPLYMNT

PUBLIC DOMAIN?, Y/H

DESIGN ENV: Carleruher Digital Design System (CADDY) (University of
Carlsruher, Fed Rep of Germany); written In Pascal. The example was run on a
Siemens 7561 computer.

CIRCUIT DESCRIPTION:

USE PREREQUISITE: A description of the combinational circuit.

DEVELOPER: Univ of Karlsruhe, Germany
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COMMENTS:

"- When using BILDO, PROTEST determines test length.

"• When using NLFSR, PROTEST determine* optimal Input signal
probabilities.

"* It reduces computing time of ATPGs by providing optimized pattern
sets.

REFERENCES:

* Hans-Joachim Wunderlich, *PROTEST: A Tool For Probabilistic
Testability Analyeis*, IEEE Design Automation Conference 1985.
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4.1.13 SCOAP

NAME: SCOAP - Sandia Controllablllty/Observabllty Analysis Program

YEAR: 1980

FUNCTION:

. Calculates six functions that characterize CY & OY properties of
digital circuits,

. Identifies poor Testability nodes.

. Makes test point reoommei duons.

. Evaluates design modifications.

CAPACITY: (in 1980) More than 10,000 standard cells or more.

CPU TIME: The worst case structure of a circuit with 250 cell& took 91 seconds.

APPLICATION: YI POB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL F PRDCTN OPLYMNT

PUBLIC DOMAIN?: YIN (UNIV)

DESIGN ENV: A DEC SYS 10 Computer was used In the example. It Is written in
structured FORTRAN and Is reasonably portable. The source code , 3,000 lines.

CIRCUIT DESCRIPTION: No special language.

USE PREREQUISITE: The circuit must be described as a netllst of elements
contained In the library.

DEVELOPER: Sandia Laboratories
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COM,- •ENTS:

. SCOAP consists of 6 modules performing the following functions:
control, preprocess, translation, calculation, sorting, and graphing

0 SCOAP has widespread popularity. Other testability analysis tools
are either based on it or compare themselves to It.

. Further analysis by the designer Is often required after SCOAP has
processed such circuit elements as reconvergent fan-outs, redundant
nodes, power and ground lines, tied nodes, and bidirectional devices.

a Users have sought to Improve SCOAP by Including the ability to
provide design modifications, reduce test generation costs, Increase
fault coverage, Identify redundancy, otc.

REFERENCES:

Goldstein, L.H,, Thigpen, E.L., "SCOAP: Scandla Controllability And
Observabillty Analysis Program," IEEE DAC, 1980.
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4.1.14 STAMP

NAME: STAMP - System Testability And Maintenance Program

YEAR: 1980

FUNCTION: STAMP provides the following testability analyzer capabilities:

"* Testability Improvement recommendations,

"* Test point evaluation.

"- BIT effecrdveness.

Refer to the Tools That Aid TestablIlty/Diagnostlo Prediction section for more
details and more capabilities of STAMP (4.2.1.7).
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4.1.15 Testability Checklist

NAME: Testability Checklist

YEAR: 1979

FUNCTION: A quick and Inexpensive way of evaluating testability by requiring the
user to review his design by answering a list of generic questions and estimate a
score of how well his design for testability Is. The two reference below are
provided as sources for examples of Testability Checklist.

CAPACITY: N/A

CPU TIME: N/A

APPLICATION: VLSI P21 S SYSTEM

ACQUISITION PHASE: CONCEPT DEMIVAL FSD PRDCTN DPLYMNT

PUBLIC DOMAIN?: ./N (GFE)

DESIGN ENV: Pencil, paper, and calculator.

CIRCUIT DESCRIPTION: N/A

USE PREREQUISITE: Ample definition or description of the system requiring
testability.

DEVELOPER: MIL-STD-2165/RADC -TR -79 -327

COMMENTS: Computers are potentially able to make the checklist method more
powerful.

Extensive engineering analysis Is still required after using the checklist approach.

The Testability Checklist of Ref[2] has fixed items of weighting and applies only to
digital boards, whereas the one provided In Ref[1] allows subjective treating of
items and weighting values and applies to digital/analog circuitry from module to
system level design. As of the publication dato of this document, both tools were
under revision.

The Testability Checklists of both references are "free* and can be
utilized well in selective applications.
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REFERENCES:

1. MIL-STD 2166 Appendix B; "Testability Program for Systems and
Equipments," Publications & Forms Center

Available through:

Attn: NPFC 1032
5801 T•ibor Ave.
Philadelphia, Pla. 19120

2. RADC - TR - 79. 327; "An Objective Printed Circuit Board Testability
Design Guide And Rating System" January, 1980.

Available through:

DTIC
Report AD 082329
Cameron Station
Alexandria, VA 22304-6145
(202) 274-7633

3. Naval Ocean Systems Center, "Testability Analysis Tools on a
Military System," Technical Report, September, 1987.
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4.1.16 THESEUS

NAME: THESEUS - ATG With Inherent Testability Analyzer

YEAR: 1986

FUNCTION: An ATG system capable of high fault coverage for complex
sequential circuits without need to change design for Testability, There Is an
optional Interactive Testability analyzer.

THESEUS provides the following testability analyzer capabilities:

- List of zero, one, and tn-state CY for each node In the circuit, sorted
by node or value

- Histogram displaying nodal CY

- List of nodes that cannot be controlled

- List of sources of un-CY

. List of feedbaok loops that cannot be Iriitialized

Refer to the Tools That Aid Testability/Diagnostic Prediction (ATG or Fault
Simulation) section for more details and more capabilities of THESEUS (3.3.2.5).

C-136



DESIGN AITOMATION TOOLS APPENDIX C

4.1.17 TMEAS

NAME: TMEAS - Testability Measurement

YEAR: 1976

FUNCTION: Measures CY & OY and thus derives Testability of each node as well
as the total circuit.

Identifies poor Testability locations.

Provides test point selection.

Aids test generation.

CAPACITY: (Example) P0B with 20 - 70 10s of SSI & LSI complexity,

CPU TIME: (Example) 400 slgnul paths took 3 seconds to process.

APPLICATION: Y01I EMl SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL FSI PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N

DESIGN ENV: (Example) IBM TSS/370; Amdahl 470 V/7

CIRCUIT DESCRIPTION: LSL Local

USE PREREQUISITE: Translate circuit description of LSL Local Into a Testability
model.

DEVELOPER: AT&T Bell Labs

COMMENTS: It modole at the register transfer level.

The algorithm can be gleaned from the two reference articles and home grown
Implemented.
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REFERENCES:

1. J. E. Stephenson and J. Grason, "A Testability Measure For Register
Transfer Level Digital Clrouits,* Proceedings of 1976 International
Symposium on Fault Tolerant Computing, June 1976, pp. 101-107.

2. John Grason, "TMEAS, A Testability Measurement Program," IEEE
DAC 1979

3. AT&T Bell Laboratories
Attn: John Grason
IL417
Holmdel, New Jersey 07733
(201)949-3000,ext-3086
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4.1.18 VICTOR

NAME: VICTOR - VLSI Identifier Of Controllability, Testability, Observabillty,
And Redundancy

YEAR: 1982

FUNCTION: See title.

CAPACITY:

CPU TIME:

APPLICATION: Y PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL F= PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N

DESIGN ENV: VICTOR algorithm was Implemented with 3500 lines of ANSI
FORTRAN 77

CIRCUIT DESCRIPTION:

UJSE PREREQUISITE:

DEVELOPER: Electronics Research Lob, University of Qalifornia, at Berkeley.

COMMENTS:

REFERENCES:

Ratlu, I.M., et al, "VICTOR: A Fast VLSI Testability Analysis
Program," IEEE International Test Conference, 1982.
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4.2 Diagnostic Effectiveness Tools

There are two classes or categories of tools that lie under the diagnostic
test effectiveness tool umbrella: test strategy tools and fault simulation tools. Both
categories of tools assess testablilty/diagnostios via employing a test effectiveness
measure to the assessment methodology utilized.

4.2.1 Test Strategy Tools

This section contains software tools available to aid In the task of
predletlng/assesslng the effectiveness and strategy of system diagnostics via a
Testability Figure of Merit approach.

There are not claims made that this Is an all Inclusive list. There are
perhaps dozens of tools that are not Included that perform better or equally as well
as some of those described here.

The tools are arranged In alphabetical order,

Tools that aid in the prediction of the effectiveness of the diagnostic
capability and assist In test strategy formulation, listed In this section, all have the
following features In oommon:

They are useful during more than one acquisition phase and apply to
more than one level of Integration.

* They apply to a variety of hardware technologles, Including analog
and digital circultry.

- They are ail dedicated to assisting in the design and evaluation of
fault Isolation strategies.

A summary description of tools that aid in assessing diagnostic
effectiveness and test strategy functions are provided In the following table.
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Ims AJAM1Th
ITAMP VLSI'POU CONCEPT UINCLUDED BIT A11111111MINT

SuSYSTowA DIhVVAL DIPFERENT IN THE U TPOMS II 018N &EIN
sySTEM Pool TPOMG EVALUATIONV

TISTADSLIlY
ANALY2IS'SW
SLIP TEST
VALIOATIOt*
FAULT TREEK
GENNIATION

TMAP Polk P14DOTW COSTS OF DEEMAMINIS WHAT
SUBSYSTEM 0EPLOYMENT VARIOUS COMBINATION OF

TESTW 418TEST ARE 5EST
STRATEGIES

TwoE SUBSYSTEM DEWYAL MAINTENANCE UNDER
SYSTEM POD TASK TIME CEVELOPMENT

C-142



I DESIGIN AUTOMATION TOOLS APPENDIX C

4.2.1.1 ACE

NAME: ACE- APT Computational Environment
APT . ALPHATECH Program For Testaibfty

YEAR: 1987 for phase I prototype.

FUNCTION: Provides a test decision tree report.

Provides histograms with site and number of occurrence of ambiguity groups for
Individual components and for all components.

Gives cost In terms of required number of tests and non-tsrminal decision nodes.

Gives cost relating to Test Program Sets (TPS).

CAPACITY:

CPU TIME:

APPLICATION: Ya E0 SUBfYS 3YTEM

ACQUISITION PHASE: CONCEPT DIM L ffl eRDCTN DPLYMNT

PUBLIC DOMAIN?: !/N (PRTY)

DESIGN ENV: Sun 3/160 C Workstation

CIRCUIT DESCRIPTION:

USE PREREQUISITE: Model the system similar to a schematac diagram.

DEVELOPER: Alphatech Inc.

COMMENTS: ACE Is still being developed,
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REFERENCES:

1, Alphatech Ino.
Attn: Robert Tenney
111 Middlesex Turnpike
Burlington, Ma 01803
(817) 273 3388

2. Naval Ocean Systems Center, "Testability Analysis Tools On A Military
System" Technical Report, September, 1987.
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4.2.1.2 ASTEP

NAME: ASTEP - Advanced System Testability Evaluation Program

YEAR: 1988

FUNCTION: Generate priorlt'zed, failure rate weighted, Fault Isolation Group (FIG)
lists (i.e., fault dictionary or ambiguity lists) and generate performance predictions of
the following common diagnostic test characteristics:

. Fault Detection

. Test Execution/Detect Times

- Deticted Faults Isolated

- BITE Overhead

. Fault Isolation Resolution (mean & discrete list sizes)

. Test Cost

CAPACITY:

CPU TIME:

APPLICATION: VLSI F_0 S l SYSTEM

ACQUISITION PHASE: CONCEPT DEMIVAL EW PBD03N DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: IBM PC/AT

CIRCUIT DESCRIPTION: ASTEP uses a complied DB III, which Is not required by
users,

USE PREREQUISITE: One must Input system failure rate and test coverage
estimates or measurements.

DEVELOPER: BITE INC., Manassas, Va.

COMMENTS: Test performance can be tracked for any hierarchical level; hardware
partition, funotlonaVloglcal partition, or test partition.
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" Applicable to all hardware technologlee.

" ASTEP Is a design aid. The quality of the output lI dependent upon
the quality of the Input.

REFERENCES:

1. BITE INC.
Attn: John Cunningham
9254 Center St.
Manusas, VA 22110
(703)361.7060

2. Naval Ocean Systems Center, "Testability Analysis Tools On A Military
System," Technical Report, September, 1987.
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4.2.1.3 I-CAT

NAME: I-CAT - Intelligent Computer-Aided Test

YEAR: 1984

FUNCTION: Provides test strategy report In the form of a test and replace flow
diagram report.

Provides a Testability analysis report which Includes the average:

- Cost to diagnose
* Replacement cost
- Ambiguity group size
- Reports on test point effectiveness,

Provides printouts of the following information types:

- Reliability Data
- EDIF CAD/CAM Netlist
- EDIF CAD/CAM Graphical Schematic

A test program Is automatically generated In BASIC or ATLAS.

APPLICATION: VLSI ea S3YEM

ACQUISITION PHASE: CONCEPT DEM/VAL E PRDOTN DPLYMNT

PUBLIC DOMAIN?: )/N (PRTY)

DESIGN ENV: Macintosh Plus PC; Apollo and Sun workstation compatibility In
development.

CIRCUIT DESCRIPTION: Draw box with Mao Draw then click In Information with
mouse.

USE PREREQUISITE: Enter Information such as:

. voltage or current values

. expert rules that apply
- presets such as switch settings
. failure rates

DEVELOPER: Automated Reasoning Corp.
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COMMENTS: I-CAT seems to have proven Itself to be a successful Al application.

I CAT formally called IN-ATE.

REFERENCES:

1. Automated Reauon'ng Corp.
Attn: Richard Can'tons
290 W, 12th St., Suite 1-D
New York, NY 10014
(212) 206-6331

2. Naval Ocean Systems Center, "Testability Analysis Tools On A Military
System," Technical Report, September, 1987.
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4.2.1.4 1D$8 - WSTA

NAME: IDSS - WSTA - Weapon System Testability Analyzer

YEAR: 1989

FUNCTION: The WSTA provides the following capabilities:

Grade the testability of a weapon system with both static and dynamic TFOMs and
make recommendations for Improvement. 'The following are the static TFOMs:

. Ambiguity group distribution.

. Inherent fault loolation levels.

- Component Involvement ratios. This Is a measure of the number of
times a component appears In any ambiguity group In relation to the
total number of possible ambiguity groups.

. Identification of all feedback loops.

TFOMs that are based on the actual fault diagnostic strategy are called dynamic
TFOMs. The following are the dynamic TFOMs:

- Isolation penalties (MTTI and Mean Cost to Isolate).

. Repair penalties (MTTR and Mean Cost to Repair).

- Replacement/lsolation tradeoffs. Data used to determlne when further
testing Is preferred to the repair of an ambiguity group.

- Test point utilization data. A measure of how often a test Is used In a
test strategy.

- Test point criticality. A measure relating the test point to the criticality
of the circuitry Involved.

Generate fault trees and provide an optimum test strategy with additional
reports/recommendations for an Improved test "rategy.

Provide a dependency model and test strategy/fault tree for use during on-line
troubleshooting.

Provide to the hardware designer a prioritized list of test points which must be
mronitored to Isolate a fault in the weapon system under test.
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CAPACITY:

CPU TIME:

APPLICATION: VLSI PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT OEMIVAI FSD PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (GFE)

DESIGN ENV: WSTA requires either a Sun 3/160 computer, with UNIX 4.2 bsd
operating system, or a Digital Equipment Corporation MICRO VAX II, with a VMS
operating system. A minimum of 4 Mbytes of virtual memory for the Sun and 4
Mbytes/16 Mbytes virtual memory for the MICRO VAX II.

CIRCUIT DESCRIPTION: Either VHDL and LSAR or first order dependencies.

USE PREREQUISITE:

DEVELOPER: Harris Corp. under contract to the US Navy,

COMMENTS: WSTA may be applied to digital, analog, hybrid, and/or electro-
mechanical systems. Furthermore, WSTA is not limited to weapon systems but also
applies to space, avionics, and support design.

The principal sequencing technique In test strategy generation Is based upon the
Time Efficient Sequence of Tests (TEST) algorithm composed of a top-down search
that Integrates concepts from Information theory and Al techniques. See Ref[2].

The measurable TFOMs provided by WSTA are consistent with the operational
scenarios used to detect and Isolate faults In the field.

Refer to the Tools That Aid Testabllty/Dlagulostic Design section for detailed
descriptions on the rest of IDSS tools.

It is Important to note that although WSTA Is categorized here as a prediction tool, it
Is Intended to be used during the design process.
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REFERENCES:

1. Franco, JR, and JM Scott, "WSTA The IDSS Weapon System
Testability Analyzer," IEEE AUTOTESTCON 1987.

2. Pattipati, KR, Alexandrlas, MG, Deckert, JO, "Time Efficient Sequencer
of Teats (TEST)," IEEE AUTOTESTCON 1985.

3. Dr. Bruce J, Rosenburg, "The Navy Integrated Diagnostic Support
System-System Overview, Architecture and Interfaces," IEEE
AUTOTESTOON 1987.

4. Navy Point of Contact
NAVSEA - Code CEL-DS
Washington, DC 20362-5101
(202) 692-2036/2036

C-151



= DESIGN AUTOMATION TOOLS APPENDIX C

4.2.1.5 LOGMOD

NAME: LOGMOD - Logic Model

YEAR: 1970

FUNCTION: Testability evaluatlons, automatic testability report with TFOMs, test
strategy recommendations, Ft support, part of expert support, hard copy logic
model, battle damage assessment, BIT preference, maintainability Information, test
strategies, MTTFI, MTTR, and a validation file output similar to FMEA.

CAPACITY:

CPU TIME:

APPLICATION: VLSI PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL FSD PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: Any mainframe or minicomputer with FORTRAN 77 compiler; IBM
PC & WICAT-160 workstation

CIRCUIT DESCRIPTION:

USE PREREQUISITE: Input schematic or system block diagram

DEVELOPER: DETEX

COMMENTS: With available DETEX training, the user can enter and Interpret
results.

LOGMOD treats all signals equally, but human logic will weigh certain signal states
to have more relevance than others.
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REFERENCES:

1. DETEX Systems Ino.,
Attn: Ralph DePaul
17871 Santiago Blvd, Suite 221
Villa Park, CA 92667
(714) 637-9325

2. Naval Ocean Systems Center, "Testability Analysis Tools On A Military
System,," Technical Report, September, 1987.
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4.2.1.6 PROFILE

NAME: PROFILE - A Generic Expert Diagnostician

YEAR: 1982, 1987

FUNCTION: When used as a design analysis tool, PROFILE projects the
maintenance performance required for each of a sample of failures, and keeps track
of the reasons for excessive fault resolution time. Among Its summary results are
the following:

" The distribution of repair tlimes, with mean time to repair

"- An analysis of the utilities of all Indicators and test points. This can
highlight maintenance features which are redundant or of marginal
value, considering their production cost.

"An analysis of false replacements, Indicating those components which
are likely to be consumed In quantities greater than their failure rates
would Indicate. This also focuses attention on needs for additional
Indicators and test points, to discriminate between parts which produce
identical symptoms under the current design.

"* A summary of the types and frequencies of maintenance actions
required to resolve the sample of faults, and the proportion of time
spent performing those functions.

CAPACITY: Multi-unit systems

CPU TIME: Intensive

APPLICATION: VLSI P05 SUBSYS SYSTEM

ACQUISITION PHASE: CONQEPT D &E% PfRDQIT OPLy

PUBLIC DOMAIN?: Y/N (UNIV) See last comment.

DESIGN ENV: Apollo, Sun, and VAX compatibility. Written In Pascal.

CIRCUIT DESCRIPTION: Mentor Graphics CAD interface capability available.

USE PREREQUISITE: Data concerning manual operations time consumption and
reliability estimates.
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DEVELOPER: Behavioral Technology Labs, University of Southern California,
supported by the Office of Naval Research

COMMENTS: PROFILE Is also useful as a maintenance training system and a
diagnostic aid tool.

. There Is an Interest In the success of PROFILE by government officials
so that MTrR times can be more effectively veiffled.

. PROFILE can be used In conjunction with ANDI, a simulator with
analog and digital capabilities, offered by the Silver Llsoo Corporation.

. In order to use PROFILE for subsystem/system level design, one must
manually input the system model. Simulators, similar to ANDI for
system-level design, are helpful however.

a At present, the US Government has unrestricted rights to the software
and can distribute It to whomever It wants, An agency has not yet
been established to do this, however. Until then, one may obtain
PROFILE at the point of contact listed below.

REFERENCES:

1. Towns, D. M., "A Generic Expert Dlagnostician," Proceedings of AF
Workshop on Al Applications for ID, University of Colorado, July, 1980.

2. Towns, D. M., Johnson, M. C., and Corwin, W. H., "A Performance
Based Technique For Assessing Equipment Maintainability," Los
Angeles, CA, Behavioral Technology Laboratories, University of
Southern California, Report No, TR-102.

3. Behavioral Technology Laboratories
1645 South Elena Ave. Fourth Floor
Redondo Beach, CA 90277
(213) 540o3654
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4.2.1.7 STAMP

NAME: STAMP - System Testability And Maintenance Program

YEAR: 1980

FUNCTION: BIT effectiveness; Fl evaluation; testability improvement
recommendations; test recommendations; software self-test design validation;
testability measures; multiple failure detection; test point evaluation

CAPACITY: 2000 + nodes

CPU TIME: Fault trees may take an hour or more to oompute at the 2000 node
level.

APPLICATION: YL& toI flBI2 SYSTEM

ACQUISITION PHASE: CON QEML EI M PRDCN DPLYMNT

PUBLIC DOMAIN?: Y/N ; only by special arrangement, see first comment,

DESIGN ENV: Apple (sadler 200-node version); HP-1000/A900

CIRCUIT DESCRIPTION: Logic Modeling, knowledge base development

USE PREREQUISITE: A functional block diagram, Including test points. Is the basic
Input to STAMP. The program will make use of test cost, failure frequencies, skill
level and other data, as well as modificatIons and overrides to logic and Inference.

DEVELOPER: ARINC Research Corp.

COMMENTS: The company policy Is not to sell or lease STAMP, but rather to sell
and provide testability services. STAMP Is an essential tool that ARINC Research
employees will use themselves In order to provide these services.

STAMP's wide range of applications and useful outputs make It a highly desired
tool. The analysis process Is fully hierarchical,
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STAMP has 23 different numerical TFOM measures that require contractor
assistance (Ref[2]). in addition, It will directly compute specification compliance
numbers, It will generate a number of user specified analyses, and generate both
single and multiple failure FMEAs.

STAMP will also prepare fault Isolation strategies that may be optimized on a
number of user Input factors, Including the generation of multiple failure and/or
replaceable unit fault trees.

The fault trees that are generated are useful In the development of:

" UUT diagnostic software either for BIST or ATE TPS,

". TRD generation.

" Technical troubleshooting manuals, An IBM PC/AT/XT utility has
been developed for this purpose.

STAMP may be used to develop the fault trees utilized by portable maintenance
aidscor the Interactive fault Isolaton strategies that they employ (Ref(3$).

STAMP has demonstrated an ability to predict M.Demo results (Ref 1I).

STAMP Is continually being Improved.

One recent Improvement Is provision for IBM-PC assistance In the task of entering
STAMP dependency Input data. This utility helps make this task less tedlous,
reduce& the amount of proofreading required, and reduces the chance of an
erroneous input. This process entails transforming a list of elements Into a picture
which is easier to check and work with.
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REFERENCES:

1, Simpson, W.R., "STAMP Testability And Fault Isolation Applications,
1981-4," IEEE AUTOTESTCON 1985.

2. Simpson, W.R., and J.R. Agre, "Experienoe Gained In Testability
Design TradeOffs," IEEE AUTOTESTOON 1984.

3. Simpson, W.R., "Active Testability Analysis and Interactive Fault
Isolation Using STAMP," IEEE AUTOTESTCON 1987.

4. Naval Ocen Systems Center, "Testability Analysis Tools On A Military
System," Technival Report, September, 1987.

6. ARINC Research Corporatlon
Attn: Dr. Randy Simpson
2651 Riva Road
Annapolis, MD 21401
(301) 266.4066
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4.2,1.8 TESAP

NAME: TESAP -Test Strategy Assessment Program

YEAR:

FUNCTION: Allows the comparison of the costs of various testing strategies given
varying fault spectra to make general assessments of what combination of tests are
best.

CAPACITY:

CPU TIME:

APPLICATION: VLSI E0 SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL FSD Pffl•bj 2LYMI

PUBLIC DOMAIN?: Y/N

DESIGN ENV: Written In LOTUS 1-2-3

CIRCUIT DESCRIPTION: Not required

USE PREREQUISITE: One must enter parameters: times of test/repair, tooter FOM,
defect rate; also labor rates, # of boards, etc.

DEVELOPER: Howlett Packard

COMMENTS: As a product matures, Its quality Improves and thus the likelihood of a
fault decreases, This program advises when certain tests are no longer required.
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REFERENCES:

1. Hamilton, S. A., "Optimizing Test Strategy Through Computer-Aided
Test, ATE Inrtr. Conf East, 1987.

Please note that TESAP Is not being marketed; however, Inquiries can
be directed to:

Hewlett Packard c/o: Eileen N. Meenan
3 Crossways Park West Sales Representative
Woodbury, New York 11797 Electronic Instruments
(516) 082-7930/7800 Eastern Saes Region
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4.2.1.9 TIME

NAME: TIME - Testability Interfaced Maintainability Estimates

YEAR: 1989 (prototype)

FUNCTION: TIME Is an automated maintainability prediction tool which takes Into
direct account the Influence of testability/diagnostic design, and maintenance and
repair philosophies on malntalnbility. Testability characteristics and maintenance
philosophies are directly Incorporated Into the prediction model. These Include
fraction of faults Isolatable/deteoteble, levels of ambiguity, application of secondary
fault Isolation means and troubleshooting concepts pertinent to various levels of
system Indenture. Six maintenance philosophies are available from which to
choose. Each philosophy has separate models for computing elemental
maintenance task times. The task models relate to values for average time required
to detect, Isolate, acquire, disassemble, Interchange, align, reassemble, checkout,
and start-up.

CAPACITY:

CPU TIME:

APPLICATION: VLSI P.PQA .S IM
Useful for systems that are composed of ambiguity groups for the purpose of fault
Isolation and maintenance.

ACQUISITION PHASE:

PUBLIC DOMAIN: Y (GFE) (When complete)

DESIGN ENV: Written In Turbo Pascal for IBM PC*.

CIRCUIT DESCRIPTION: The system Is described by Its ambiguity group makeup.

USE PREREQUISITE: Required Input parameters Include various testability,
maintainability, and reliability variables such as: failure rates, fraction of faults
Isolatable/detectable, times required to disassemble, remove and replace,
reassemble, checkout, align, and startup.

DEVELOPER: RADC/RBET (Joe Caroll)

COMMENTS: The prediction technique Is a modification of MIL-STD-472,
Procedure 5.
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REFERENCES:

RADC/RBET (Joe Caroll)
GrIfflis AFB, NY 13441.5700
COMM: (316)330.4205
AV: 587-4205
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4.2.2 Fallt Simulation Tools

This section contains software tools available that are a subset of tools
that aid In the prediction of the effectiveness of testability/diagnostic capabilities. In
particular, they aid In predicting the TFOM, fraction of faults detected (FFD).

They are called fault simulation tools or fault simulators.

Automatic Test Generation (ATG) and fault simulation go hand-in-hand
and sometimes are one in the same tool. However, for classification purposes,
ATGs can be found In this appendix for design Implementation tools under the
subheading called Diagnostic Authoring (3.3).

Both tasks are essential during the design and evaluation of an effective
diagnostic stem.

Many systems that do not plan to Include a particular diagnostic capability
as part of t!, ( design process, deploy fault simulators simply because they make the
production validation process economically feasible. However, these tool
capabilities very much serve In the assistance of Including diagnostic capabilities.
For ex;ample, they may be useful in assuring ETE effectiveness or compatibility, for
evaluating test vector sets deployed by BIT, or for fault-tolerant design and
evaluation.

Tools that aid in fault simulation all have the following features in
commonl:

- They would be deployed during the Full-Scale Development Phase for
the purpose of deriving an effective and optimized set of test vectors
necessary to perform the task of validating the functional design during
production.

. They all apply to digital circuitry and primarily process faults at the gate
level.

- Although each tool is capable of being run separately, ATGs and fault
simulators are almost always run together. The ATG provides the test
vector set. The fault simulator, either statistically or deterministically,
evaluates what percentage of the total faults considered would be
detected by such a test vector set.
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S peed enhancement Is this family of -tools prime competitive sporrit aand
each has a unique way of remaining In the arena. Refer to the chart
with the column heading "INCREASED SPEED METHOD".

A summary description of tools that aid In fault simulation are provided In
the following table.

ACPIONY!A QAPUAIQM INCREASED $PIEDi METHO COMMRW
AIDA VLOWOWi A M30 00 UIMUL4TOR 4 PROVUES EXGELWWIN

SUBSYSTEM MOUNTbD INTO THU 0* SCAN# 011tkSS5TANCIN
WORNOITATION

UITIFIAD VLI4"0 91RCIIM. IN FAULT DUTIAINso THU FAULT
411140M RANDOM PArTMV OOVWWU OF W.801

UANPUATID TINT VICOA 1Mi1411111 LFmi. iTO.

OADAT S VLWVS' VIII CA% ACCELERATOR ALL LEVWLS OP DIVION
MOCSM PRIOM 9VWTCH LEVEL.
TO N~ARARS

HITS VLSWCS UKSNCONCURPWENT ASMUSS IN SF DIVULOPHUN
80iJATION

11(08 Uo V. 6mo'Ai PNIONQ PAST
I&ANCARS LINUOC TO
NST OOMPVWI

LAWA VIR 4: VWWOW (IONOtIRANT SIMUJLATION P6ST PNGOWMIN
JUDGES AVAIAIALE10 MAKE
PROSECUTOR SMPiJ cOW. M1S1E

WITH TARSAlThhTER

QUIK~gr.,.1JLT YL&L'Oft LAN A0O5LUM1K(Xi MJOIL SUPPRTS MANY MODEL
GSUSYSTUM TV11119.8VTONHUS

SYSTIM GATIS EI4AVIOPIAL.
WARWARE MOCULS,

SOCRATUS VLSI USES A PAWT FAULT SIM4 CAPNSM 000 I4UNSTIOALLY
AND IMPOWED ATO PAN PRF 750TANILITY ANAL TO

ATS ALGOftHMPROMISS

STAFAN VLIi CALCUJLATE$ PAUL? CPU TIME INCIIIISMS
DETECTION PROS*SUTY INESARLY WM5T IIIOSASU

IN NUMBER OP GATES

SIATGRADI VLIi UKE ABOVE UU AMOV

TKSTORTADN VLS W0E CONCURRENHT SIMULATION OPflMC TIlT
WIT4 LAN ACCELERATION VECTOR Serr VAT"
OPTION STATGRAD6, THEN

Use TISTORADE

THESEUS VL8VK9 AFTIER EACH TEST PROVIDES5 AN ALTERNATIVE TO
VECTOR. ALL DETECTED SCAN VESIGN
FAULTS ARE NO LONGER
CONSIDERED

ZYCAD VLflItC9 SIMULATION IMVPLEMENTING ZYCAD'S NEXTGEN 1S AN
SUBSYSTEM IN HARDWARE EMPLOYING ACCELERATED ATG

PARALLEL PIPELINE
PRO0CESSING TECHNICUES

C-164



4.2.1 AIDA

NAME: AIDA Fault Simulation

YEAR: 1987

FUNCTION: The AIDA Fault Simulator performs accelerated full or partial fault
grading at workstations for test set evaluations. It also provides a fault dictionary,
Including a list of undetected faults and locations.

CAPACITY: 5,000 - 1,000,000 gates

CPU TIME: Negligible.

APPLICATION: MLII PUB SUBYSY SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL EM P. 2 DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: Gate array and RISC co-prodessor mounted Into an Apollo
workstation; also on Sun. These tools are part of AIDA design system which
Includes a logic simulator, a timing verifier, and others. They also accepts designs
translated from non.AIDA systems.

CIRCUIT DESCRIPTION: AIDA design language

USE PREREQUISITE:

DEVELOPER: AIDA CORP., Santa Clara, CaL.

COMMENTS: Testability can be achieved quite efficiently with this approach. Up to
100% testability If scan design methodology for targeted system Is used. AIDA also
supports Boundary Scan.

The AIDA Fault Simulator can be used with the AIDA ATPG. When
the ATPG creates a test vector, the Fault Simulator automatically
checks what other fault classes can be detected by that vector.
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. Both the AIDA Fault and Logic Simulators are accelerated by the AIDA
Co Simulator processor.

. AIDA recently acquired by Teradyne; refer to LIawr Version 6.

REFERENCES:

Pierre Wildman, Product Marketing Manager
o/o AIDA Corporation

6155 Old Ironeldee Drive
Santa Clara, Ca. 95054
(408)980.5200
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4.2.2.2 rrTORADE

NAME: SITIORADE - Built-In Test Grade

YEAR: 1986

FUNCTION: BITGRADE determines fault coverage for self-test designs, Is
Interactive, and Is not hindered by scan designs.

CAPACITY:

CPU TIME: (Example) 9,386 simulated faults, requiring 256 random test patterns,
consumed 894 seconds of CPU time using a 68010 base workstation.

APPLICATION: M EMl SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL F= PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: There are versions for Apollo, SUN, VAX, IBM; used In conjunction
with VERILOG, TESTGRADE, TESTSCAN, STATGRADE, and P0BLIB, other
Gateway products.

CIRCUIT DESCRIPTION: BITGRADE'S HDL

USE PREREQUISITE: Enter circuit description from a netllst or a hardware
desoriptlon at a gate level.

DEVELOPER: Gateway Design Automation Corporation.

COMMENTS: Self-test random pattern generators can require hundreds of
thousands of test patterns. BITGRADE Is specifically designed to determlnistlcally
fault grade these tests.

. After LFSR and MISR descriptions are Input, BITGRADE determines
their capability.

- It supports all scan designs.
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REFERENCES:

Gateway Design Automation Corporation
6 Liberty Way
PO Box 573
Westford, MA 01886
(617)692.9400
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4.2.2.3 CADAT 6 Fault Simulator

NAME: CADAT S Fault Simulator

YEAR:

FUNCTION: The CADAT Fault Simulation option utilizes a functlonal Concurrent
Fault Simulation algorithm to analyze the Impaot of potential manufacturing errors
and •ircult failures. The algorithm optimizes simulation throughput for all levels of
device modeling, from switch level to hardware,

CAPACITY:

CPU TIME:

APPLICATION: VkjL PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEk1AL EM PRDCTN DPLYMNT

PUBLIC DOMAIN?: X/N (PATY)

DESIGN ENV: CADAT 8 will run on the following hardware platforms:

Apollo/AEGIS with AUX
IBM PC.Ai /PC.DOS (Personal Cadat)
IBM MVS
IBM VM/CMS
SUN Microsystems UNIX
VAX ULTRIX
VAX VMS

LANA (Local Area Network Acceleration) Is also available.

CIRCUIT DESCRIPTION: Behavioral Design Language (BDL)

USE PREREQUISITE: Behavioral description or a circuit netlist must be Input.

DEVELOPER: HHB Systems
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COMMENTS: Refer to CADAT 6 In the Toole For Design Aid section.

REFERENCES:

HHB Systems
Attn: Mr. Kenneth Upston
1000 Wyokoff Ave.
Mahwah, NJ 07430
(201) 8484OOO
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4.2.2.4 HITS

NAME: HrS - Hierarchical Integrated Teat Simulator

YEAR: 1987 - HITS 14

FUNCTION: HITS Is a Digital Automatic Test Program Generator (DATPG) software
system. Its functions as a software tool are to assist In the development of digital
Test Program Sets (TPS) and to serve as a means to evaluate/erify digital designs.
The modules of particular Interest am:

"PRIMARY MODEL PROCESSOR - Complies and processes the user-
defined network model and produces the Initial circuit topology tables
and data base.

"SWAPPER • Determines the circuit or network model fault universe,
and on subsequent executions, at the user's option, the SWAPPER
will produce fault segments or fault partitions for circuit elements
Identified by tho user. The SWAPPER creates fault equivalence
classes required by the TESTSIM module.

"TESTSIM - The function of this module Is to generate and evaluate
test patterns to detect the failures being considered for the current test
segment.

" SIMULATE - Performs fault free and fault simulation using a
concurrent methodology, Its function Is to determine the quality of
stimulus for the given circuit topology, It determines fault detection,
fault Isolation, and produces the fault dictionary.

" PROBE - The PROBE module Is provided as a backup to the primary
means of fault Isolation, which Is the fault dictionary. If the number of
Indicated replaceable packages Is too high for an Isolated failure, the
data generated by the PROBE module, In conjunction with suitable
hardware on the ATE, can be used to Isolate to the failed node.

CAPACITY: The maximum HITS can process Is:

- 150,000 nodes
- 75,000 nets
- 50,000 blocks
- 32,000 fault Isolation sets

CPU TIME:

C-171



DESIGN AUTOMATION TOOLS APPENDIX C

APPLICATION: L PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL f22 ERDPM DPLYMNI

PUBLIC DOMAIN?: Y/N (GFE)

DESIGN ENV: VAX 11/7XX; FORTRAN -77 (0/S: VMS, UNIX)

CIRCUIT DESCRIPTION: HITS uses a Circuit Description Language (CDL), which
Is similar to a wire-list format, Is simple to use, contains ATLAS-like statements,
provides the capability to enter ROW/RAM & PLA data, and provides the capability
to enter "black box" models using the Register Transfer Language (RTL) tool.

The RTL Is Pascal-like and enables users to write behavioral descriptions of
models/components which lack structural detailed Information.

In addition, the user may define unique MACROS, acoes a system MACRO library,
and/or utilize system primitives composed of combinational gates, sequential
devices, and functional primitives,.

USE PREREQUISITE: One must Input description of UUT Into model processor
module, Identifying components from HITS standard cell library, or use system
primitives.

DEVELOPER: Naval Air Engineering Center

COMMENTS: HITS is very Inexpensive and Is always being updated and Improved.

- In order to avoid excessive CPU time while using HITS, the UUT
should be well designed for testability.

. Presently, HITS Is predominantly used for modules Integrated with
MSI/LSI/VLSI circuits.

. TPS development on a firm fixed- price basis significantly increases
management risks. Using HITS requires taking action to minimize cost
and scheduling risks and Improve product quality. See Ref(21 below.
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REFERENCES:

1. HITS Users Guide
Avionics Support Equipment Div.
Naval Air Engineering Center
Lakehurst, N.J. 08733
TR-AIRTASK A552-5622/051D/3W08520000

2. Gorham, G.B., "Managlng Risk In the HITS Environment," Test &
Measurement World (magazine), Nov 1987, p 26.
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4.2.2.5 IK08 800

NAME: IKW0 800

YEAR: 1986

FUNCTION: A design verification system offering high-speed stimulus processing
and accelerated logic simulation by means of speolalipurpose hardware linked to a
host computer.

A unique IKOS Waveform Capture Stimulus Generator Is provided that should prove
to be a considerable Improvement over traditional stimulus generation methods
allowing the ASIC designer to quickly create millions of simulation vectors that
emulate real system operation.

In addition to fault-free simulation for logic validation, the IKOS 800's Logic
Simulation Hardware Accelerator supports high-speed stuck-at fault simulation In
unlt-delay simulation mode, The user may specify a table of faults to be simulated
or may elect to simulate all possible stuok-at faults. The fault coverage report lists
all faults which have not been detected by the proposed test program and those
faults may be recycled back Into the fault table for rapid re-simulation,

CAPACITY: For the Stimulus Processing Hardware Accelerator the capacity has
the tollowing linear relationship with the amount of Stimulus memory available:

* 4 MBYTE of Stimulus memory: 2.5 million VO events

* 8 MBYTE of Stimulus memory: 5 million VO events

* 16 MBYTE of Stimulus memory: 10 million i/O events

For the Logic Simulation Hardware Accelerator the capacity has the following linear
relationship with the number of Evaluator boards available:

. 1 Evaluator board: 16 thousand primitives

. 2 Evaluator boards: 32 thousand primitives

. 3 Evaluator board.: 48 thousand primitives

. 4 Evaluator boards: 64 thousand primitives

CPU TIME: For the Stimulus Processing Hardware Accelerator, the rate at which
the resident stimulus Is presented is one million I/0 events per second,
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For the Logic Simulation Hardware Accelerator, the rate at which the events are
processed in the Timing Mode Is:

* 1 Evaluator board: .$ million I/O events per second.

* 2 Evaluator boards: 1 million I/O events per second.

* 3 Evaluator boards: 1.5 million VO events per second.

* 4 Evaluator boards: 2 million I/O events per second.

The rates at which the events are processed In the Unit-Delay Mode are ten times
faster than the rates of the Timing Mode.

APPLICATION: Y POB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/NAL = PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV:

Host Computers: Hoct Date Link:

. IBM PC/AT 5 MBIt/seoond uerai
link with standard
25 pin RS232 connectors

. IBM PC/RT (future support)

. Apollo DN3000 Maximum uable length:
(future 3upport) 50 ft. (15.2m)

CIRCUIT DESCRIPTION: IVOS Systems provides both functional and timing
libraries for a number of coimmercial seml-oustom vendors. In addition, the IKOS
100 Includes library development tools to allow users to Input new semi-custom
libraries or edit existing Ilbrakies. The basis of the IKOS 800 library support tools is
the Delay Form and the user Is provided with Delay Forms for a wide variety of
common semi-custom macro-coell funotlons (e.g., two-input NAND gate, D flip-flop
with preset, clear and scan test Inputs, etc.),

USE PREREQUISITE: The IKOS 800 will accept semi-custom netllsts in a variety of
formats. The IKOS 800 netllst compiler will combine the user netllst with semi.
custom library data and create the data base required for simulation, The netilat
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compilor can link multiple netlists representing Individual "pages" of a single design
or complete netlists for several different circuits,

DEVELOPER: IKOS Systems, Inc.

COMMENTS: IKOS gives substantial Improvement In simulation speed over
software simulators - an 8-hour simulation on a Mentor/ON 3000 takes less than 30
seconds on the IKOS simulation system.

Much simulation Is a good thing. The more the design engineer can simulate the
more he can test and, therefore, the more likely It Is that his circuit will work
correctly, Being able to rapidly simulate Is crucial to being able to abundantly
simulate.

IKOS currently supports 32 ASIC libraries from 15 ASIC vendors.

Asynchronous syotem Interfaces to the ASIC can be simulated.

In order to minimize netlist compile time, the IKOS 800 caches the appropriate semi.
custom library data In high-speed RAM.

REFERENCES:

IKOS Systems, Inc.
145 N. Wolfe Road
Sunnyvale, CA 94086
(408) 245 1900
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4.2.2.0 LASAR VERSION 6 - JUDGE

NAME: LASAR VERSION 6 - JUDGE

YEAR: 1982, origin 1978

FUNCTION: LASAR Version 6 provides a CAD simulation system for design
verification and test program generation Incorporat!Vig a testability subprogram
called JUDGE. JUDGE provides:

. A fast, concurrent time-based simulation of stuck-at 0, 1, Z, and X
faults, opens, and shorts,

. An accurate measure of test thoroughness: the user can decide when
the desired level of fault coverage has been reached, or where
additional test vectors are needed to meet fault coverage objectives.

. Identification of undetected faults, possible redundant circuitry,
testability problems, or logic errors.

. Refer to Section 3.1.7 for more Information on LASAR and to Section
3.3.2.3 for more Information on the ATPG component of LASAR callec
PROSECUTOR. The JUDGE and PROSECUTOR subprograms,
working together, provide an Integrated environment for determining
the test effectiveness of digital circuitry.
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4.2.2.7 QUICKFAULT

NAME: QUICKFAULT

YEAR:

FUNCTION: An interactive deterministic fault simulator with the following features:

. Local Area Network (LAN) acceleration

- 12 simulation states; (1,O,X) (strong, resistive, HI Z, Indeterminate)

. Supports all Mentor Graphics model types (switches, gates,
behavioral, hardware models, Qulckparts)

. Statistical projection

- Faults displayed on schematic

- Reports actual and percent detected, possible detected, oscillatory,
and undetected faults

- Fault detection charts

. Fault dictionary

. "Stuck-at" fault model (input and output pins)

. Interactive fault selection

. Hierarchical selection

- Graphical fault selection

- Pause/Restart and Save/Restore capability
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CAPACITY:

CPU TIME: Extensive jobs require overnight runs

APPLICATION: YVl 1& SUSYB SYSTEM

tA CQUISITION PHASE: CONCEPT DEMWVAL FED PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: Mentor Graphics engineering workstations

CIRCUIT DESCRIPTION: See above for all Mentor Graphics model types

USE PREREQUISITE: Schematic must be captured using a Mentor Graphics model
type; use with QUICKSIM.

DEVELOPER: Mentor Graphics Corporation

COMMENTS: Listed below are some further advantages of QUICKFAULT:

. Displaying results graphically on the schematic can save tens to
hundreds of hours of analysis time.

. Having test vectors developed and evaluated using the same design

engineering data base saves time and money.

. Provides friendly user prompts,

. The performance Increase with LAN acceleration Is typically .9N,
where N Is the number of workstations used In the analysis, and I Is
the analysis time on one workstation. For example, a benchmark on a
large gate array design took 15 hours, 40 minutes on one DN 3000.
Using three DN 3000s, the run time was reduced to 5 hours, 20
minutes.

. Behavioral Logic Models (BLMs) are an effective modeling method for
use with QUICKFAULT. BLMs have proven to be an effective method
of addressing the Increasing complexity of fault simulation for board
and system level designs.
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REFERENCES:

Frank Binnenkyk
Product Manager
Design and Analysis Division
Mentor Graphics Corporation
8500 S.W. Creekhlde Place
Beaverton, OR 97005-7191
(503) 626-7000
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4.2.2.8 8TAFAN

NAME: STAFAN - tatistical fault Analysis

YEAR: 1984

FUNCTION: STAFAN performs a fault-free logic simulation and the data collected Is
used to calculate the fault detection probability for stuck-at-one and stuck-at-zero
faults.

CAPACITY: 3,000,000 gates.

CPU TIME: Will Increase linearly as the number of gates Increase. Please note
that CPU time will Increase exponentially for traditional deterministic fault
evaluation.

APPLICATION: YL& (Planned extension to P0B)

ACQUISITION PHASE: CONCEPT DEM/VAL E& PRDCTN DPLYMNT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV: The development program was done on a CMOS VLSI fault
simulator; It Is presently part of MIDAS - Modular Ittegrated 9esign Automation
.ystem, Control Data's design support environment.

CIRCUIT DESCRIPTION: MIDAS' Logic Interconnect Language netllst.

USE PREREQUISITE: Fault-free simulation of the VLSI circuit.

DEVELOPER: Initially AT&T BELL Labs; currently Control Data Corp.

COMMENTS: STAFAN adds only a small overhead to the fault-free simulation task,
requiring two operations. The first Involves updating the zero and one counters for
every test vector, and the other Involves computing statistical controllabliltles,
observabllitles, detection, and fault coverage, which Is only performed once every N
vectors. Thus STAFAN's main overhead Is due to updating the counters.

Application of STAFAN Is limited to combinational circuits.

C-181



IDESIGN AUTOMATION TOOLS APPENDIX C

REFERENCES:

1. Jain, S.K., Agrawal, V. D., "STAFAN: An Alternative To Fault
Simulation," Design Automation Conference, 1984.

2. Control Data Corporation
Attn: Robert Bigge HQM274
ADAM Marketing
Minneapolis, MN
(612) 053-3117.
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4.2.2.9 STATORADE

NAME: STATORADE

YEAR: 1987

FUNCTION: It estimates total fault coverage of test vectors through statistical fault
analysis. After measuring CY & OY values of simulated circuit nodes, the program
will output the fault coverage of a given test vector. It also lists statistically
undetected faults to promote Interactive test generation for specific areas.

CAPACITY:

CPU TIME: 20 to 50 times faster than ooncurrnnt fault simulators

APPLICATION: M PCB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT OEM/VAL MQ PRDCTN DPLYMNT

PUBLIC DOMAIN?: /./N (PRTY)

DESIGN ENV: Workstations to mainframes, InIoiding APOLLO & SUN w/s; DEC
VAX & MICRO VAX computers; IBM mainframe. It Is written In FORTRAN-77.

CIRCUIT DESCRIPTION: STATGRADE's HDL; User defined MACROs are
possible and extensive primitives are available.

USE PREREQUISITE: Build W/w model of the circuit with STATGRADE's HDL; use
in conjunction with VERILOG, TESTSCAN, TESTGRADE, and BITGRADE, other
Gateway software products.

DEVELOPER: Gateway Design Automation Corp.

COMMENTS: STATGRADE Is used to first establish a set of test vectors and
provide a reasonable confidence In how effective this set of test vectors Is.
Afterward a more accurate fault coverage determination can be made with a fault
simulator (TESTGRADE).

STATORADE can Interface with other CAE system test pattern sets.
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REFERENCES:

Gateway Design Automation Corporation
Six Liberty Way
PO Box 573
Westford, Ma. 01886
(617)692-9400
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4.2.2.10 TESTGRADE

NAME: TESTORADE

YEAR: 1987

FUNCTION: Concurrent processing, comparing a faulted machine with a good
machine model. Once a set of test vectors is developed, TESTGRADE can create a
fault dictionary, a listing of specific faults with associated responses to given test
vector Inputs. Test pattern grading determines the effectiveness of a test set,
CAPACITY: Random fault sampling and Incremental test grading make processing

large jobs more feasible.

CPU TIME: Orders of magnitude faster than ealier generation fault simulators

APPLICATION: M Ea SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEMNVAL F& PRDOCTN DPLYMNT

PUBLIC DOMAIN?: X/N (PRTY)

DESIGN ENV: Workstations to mainframes, Including APOLLO & SUN w/s; DEC
VAX & MICRO VAX computers; IBM mainframe; ELXSI multi - computers. It Is
written In FORTRAN-77.

CIRCUIT DESCRIPTION: STATGRADE's HDL; User defined MACROs are
possible and extensive primitives are available.

USE PREREQUISITE: Build a/w model of the circuit with TESTGRADE's HDL; use
In conjunction with VERILOG, TESTSCAN, STATORADE, and BITGRADE, other
Gateway software products.

DEVELOPER: Gateway Design Automation Corporation

COMMENTS: TESTGRADE provides a facility to generate test patterns
automatically.

It accepts test and response patterns from other simulators.

There Is a parallel processing version using multiple workstations for dpeed
improvement.

It uses proprietary techniques to r'eduoe the memory required for storing faulty
machine models.
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REFERENCES:

Gateway Design Automation Corporation
Six Liberty Way
Po Box 573
Weetford, MA 01 66
(617)692.9400
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4.2.2.11 ZYCAD

NAME: ZYCAD Fault Evaluator

YEAR: 1985

FUNCTION: Perform fault simulation tasks. It Implements the simulation In
hardware employing parallel pipeline processing techniques. This affords greater
speed than possible with software routines which must fetch Instructions from
external memory and execute them sequentially.

CAPACITY: up to 512K gates

CPU TIME: Claimed speed up to 200 times faster than software based simulators
on mainframe computers,

APPLICATION: M.I U&l U SYSTEM

ACQUISITION PHASE: CONCEPT DEMNVAL E. PBDQIN DPLT

PUBLIC DOMAIN?: Y/N (PRTY)

DESIGN ENV:

Hardware: Ooeratlno Swstmem

DEC VAX VMS 3.7 / VMS 4.0
DEC VAX ULTRIX (Berkeley 4.2 UNIX)
IBM MVS/2.0 / CMS
Apollo AEGIS 9.X
Sun UNIX 4.X

CIRCUIT DESCRIPTION: Host converts user's netllst to Zycad Intermediate Format
(ZIF). ZIF can be used by other ZYCAD simulators. ZIF Is not a simulation netllst
language.

USE PREREQUISITE: Conversion to ZIF, ZILOS and NEXTGEN ATG Interfacing
available.

DEVELOPER: ZYCAD
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COMMENTS: The concurrent fault simulation algorithm Is based on the event-
driven logic simulation algorithm. The concurrent algorithm only processes
modeling elements which are active (switching). Any modeling element or group of
modeling elements which Is not active Is Ignored.

Users determine the number of times a fault Is potentially detected until it Is
considered a hard detected fault.

Use of ZILOS, a friendly simulation environment, promotes the use of the same data
base files for logic simulation, fault simulation, test analysis, and test generation.

A number of optional translators are available that enable engineers to convert their
design descriptions to ZILOS format and Immediately run simulations on the Fault
Evaluator without disrupting existing tools:

- Daisy to ZILOS
- Mentor to ZILOS
- TEGAS to ZILOS
- HILO to ZILOS

The following Interface to the Fault Evaluator within the existing simulation
environment:

- LSI Logic MDE
- CDC MIDAS
- CAE/rEK

REFERENCES:

ZYCAD
3900 Northwoods Drive, Suite 200
St. Paul, MN 65112
(612) 490-2500
(800)631-5040 (within MN)
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5.0 DEMONSTRATION TOOLS

This section contains tools available to aid In the task of demonstrating
the effectiveness of system diagnostics,

Only one tool Is Included at this time.
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5.1 MIL.STD.471A Maintainability Verlfloatlon, Demonstration,
Evaluation

YEAR: 1978

FUNCTION: Provides standard procedures for evaluation and demonstration of
equipment/system built-in test and external test subsystem fault Isolation and
testability attributes which relate to maintainability and various logistic support
factors which are Impacted by maintainability.

CAPACITY: N/A

CPU TIME: N/A

APPLICATION: VLSI 0 SUBSYS S EM

ACQUISITION PHASE: CONCEPT FE PRIDOTIN DPLYMNT

PUBLIC DOMAIN?: Y/N

DESIGN ENV: Pencil, pappr, and testing facilities.

CIRCUIT DESCRIPTION:

USE PREREQUISrIE: Ample development or release of the system requiring
diagnostic capability.

DEVELOPER: Rome Air Development Center/RBE

COMMENTS: Considering the mammoth task of either establishing contractual
requirements or performing the actual task of demonstrating and validating a
systems diagnostic capability, this standard Is q.ito good.

After reviewing a series of tests, as described In this standard, sound engineering
judgment plays an Important role In this task because the ruling as to how well a
system Is diagnosed will never be black or white.
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REFERENCES:

Naval Publications & Forms Center
Attn: PFC 1032
5801 Tabor Ave.
Philadelphia, Pa. 19120
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6.0 MATURATION TOOLS

This section contains software tools available to aid in the task of
diagnostic capability maturation.

Only two tools are listed In this section at this time.
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6.1 CITS/CEPS

NAME: CITS/CEPS - Central Integrated Test System/CITS Expert Parameter
System

YEAR:

PH I - CONCEPT (5 1/2 MO) 1985
PH II - DEM/VAL (17 1/2 MO) 1988- 1987
PH III - PRODUCTION/DEPLOYMENT (expected start 9/88)

FUNCTION: CEPS Is a rule-based expert system, Initially targeted to Increase fault
Isolation through the use of expert system technology, As a ground-based
maintenance aid, It is Intended to reduce maintenance man hours expended
resolving ambiguous failures, false alarms, repoit/reourring write-ups, cannot
duplicatos, and retest okays.

To accomplish this, CEPS accesses a significant amount of on-board recorded
parametric data, and ground-based maintenance historical data. The on-board
recorded data Is provided by the CITS system, and is augmented by design, and
maintenance expertise, and combined with the historical tracking mechanism that is
part of the CEPS system. The provision of this type of tracking system, provides a
natural source of feedback from field experience, which can be readily available for
future design and development of weapon systems.

CAPACITY: N/A

CPU TIME: N/A

APPLICATION: VLSI PCB SUBSyS SYSTEM_
ACQUISITION PHASE: CONCEPT DEM/VAL FSD P DPLYMNT

PUBLIC DOMAIN?: Y/N (GFE) See first comment

DESIGN ENV: Expert system demonstrated on a Symbolics computer and
converted to run-time system. It isfipided on a Mlcrovax II, which also contained a
Data Base Management System (DBMS).

CIRCUIT DESCRIPTION: N/A

USE PREREQUISITE: Access to existing maintenance AF Management Information
System (MIS) called CAMS (Core Automated Maintenance System), used for
tracking maintenance actions.
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DEVELOPER: Rockwell International under contract from the US Air Force.

COMMENTS: It Is at this time premature to tell to what extent the government will
allow public access to CEPS material. The software Itself baslcally only applies to
the B-IB aircraft. What Is 're-usable,' however, are the lessons learned In the
overall process of feeding back Information to Improve the diagnostic capability.

CEPS data feedback will conceptually make Improvement possible to both avionic
system testability and CEPS performance.

Fault isolation improvements discovered will be Integrated Into CITS software, T.O.
fault Isolation procedures, and I-Level TPS T.O.s.

CEPS usefulness Is directly dependent upon a user-friendly system that Is accepted

by the maintenance technicians.

REFERENCES:

1. Anne M. Stanley, "B-I B Integrated Diagnostics," NSIA Conference at
Alexandria, VA, Feb. 1986.

2. Ken Derbyshire, "B-iB On-Board Fault Detection/Fault Isolation
System," IEEE AUTOTESTCON 1985.

3. Rockwell International, Mr. Brltt, Autonetics Program Manager; Anne
Stanley, lead engineer (714) 779-3379.
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6.2 IDS8 - FA

NAME: IDS1 - FA - Feedback Analysis

YEAR:

FUNCTION: Collects the following type of field failure and diagnostic data from all
ADS (3.2.1) sites:

. Data for each recorded site such as Identlficatiorn of the equipment
configuration and the environment In which It has been operating.

. The symptoms observed and the actual faults Isolated.

. Informatior, regarding test performance at each mite Including relevant
performance statistics.

Once this collected data has been consolidated, statistical analysis Is performed on
the data. Summary reports are prepared which provide site-to-site performance
differences and the factors such as environment and skill levels which account for
these differences.

CAPACITY:

CPU TME:

APPLICATION: VLSI _QB SUBSYS SYSTEM

ACQUISITION PHASE: CONCEPT DEM/VAL FSD PRDCTN rPLYMNT

PUBLIC DOMAIN?: Y/N (GFE)

DESIGN ENV:

CIRCUIT DESCRIPTION: N/A

USE PREREQUI3ITE: Provision for collecting ADS data from all sites of
deployment.

DEVELOPER: Harris Corporation undqr contract from the US Navy.
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COMMENTS: The FA conceptually makes Improvement possible to both weapon
system testability and IDSS performance.

The global FA "learning" loop Is to be distinguished from the local 1',- -rting" loop
resident at each site which updates system parameters based o: information
derived from the results of each diagnostic session. This local loop Is a quicker but
more elementary "learner" and Is subject to more rigid update time requirements.

REFERENCES:

1. Dr. Bruce J. Rosenburg, "The Navy Integrated Diagnostic Support
System - System Overview, Architecture and Interfaces," IEEE
AUTOTESTCON 1987.

2. Navy Point of Contact
NAVSEA - Code CEL-DS
Washington, DC 20362-5101
(202) 692-2035/2036
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1.0 SCOPE

1.1 Purpose

The purpose of this appendix Is to provide guidance on the
implementation of vertical test methods as part of the diagnostic design process.

1.2 Application

This appendix Is composed of the following sections:

2.0 Overview

3.0 Vertical Test Methods and Criteria

4.0 Dosign Procedures and Documentation

Application of this guidance will ensure that vertical testability goals are
met.

1.3 Definitions

Vertical Test Methods:

A system engineering approach for establishing and maintaining
compatible test methods and data correlation (I. e., test tolerances) through the
various echelons of weapon system development and support (I. e., development,
production (factory), Intermediate Level, Depot Level, Organization Level).

Vertloul Commonality:

Vertical commonality Is the utilization of common testing resources
between levels of maintenance. Implementation of the vertical commonality concept
manifests Itself In "shrinking" of the cone of tolerance phenomena and the
enhancement of testing Integrity between levels of maintenance.

2.0 OVERVIEW

2.1 Testing Process

Testing Is necessary to successfully design, develop, produce, and
maintain an operational system. Throughout all phases of a program, tests are
performed to assure that the product, as designed and manufactured, meets the
customer-prescribed requirements. Tests to verify design concepts, Interface
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capabilities, and performance capablilties are conducted during the Validation
Phase of a program on engineering prototype models or with simulations In a
computer-alded engineering environment. Qualification tests are then performed on
full-scale engineering development models to prove that the unit, as designed and
fabricated, meets the system requirements through all operating conditions. This
normally Includes environmental tests, flight tests, reliability tests, and
maintainability demonstrations on the design configuration. Once the design Is
proven and the unit qualified to meet Its operational requirements, the system Is
ready for production. There again, testing Is an Important criterion to assure delivery
of failure-free operational systems. Factory test normally Includes receiving
Inspection on Incoming components and subassemblies, test on circuit card
assemblies and modules, and assembly and/or acceptance test on deliverable units.
After the unit Is delivered and In operation, testing Is again necessary to maintain
the system free from operational failures. In military systems, this maintenance
support Is typically Implemented at three operational levels: at Organizational Level,
on the operational vehicle; In an Intermediate Level shop, at the operating site; at a
permanently located Depot Level shop; or, In some Instances, at the factory.

Throughout this testing process, It Is Imperative that an Integrated
approach to test and maintenance Is effected, In order to ensure that ONO and
RTOK Instances are minimized and that the Integrity of the testing process Is
maintained.

Design verification typically Includes bench tests on functional prototype
models conducted by engineers or skilled technicians using versatile, highly
Interactive test equipment which Is easily programmed and readily changed. These
tests are performed a few times, the results are recorded, and the equipment
reconfigured to obtain additional Information. Since the objective Is to determine the
suitability of the design for the operational application, much of this test and
evaluation Involves simulation of the operational Interfaces and environment. Test
equipment for this phase normally Involves a combination of "off-the-shelf"
commercial Instrumentation, emulation systems, and specially designed simulation
and monitoring equipment.

Factory test requirements begin with components and progress to
completed assemblies. The objective of manufacturing test Is to eliminate faulty
components and manufacturing defects at the lowest level possible.

In-circuit tests are typically performed on circuit card assemblies because
of the capability of this type of testing to detect manufacturing defects without
application of power and loads on the circuit board. This Is especially useful for
eliminating Incorrect components and soldering defects, without unduly stressing
components on the circuit card assembly.
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In-circuit test, however, Is Inadequate for detecting all manufacturing
defects. Functional board test must, therefore, also be performed with the unit
operating at, or near, its performance characteristics. Functional board tests also
provide acceptance criteria for production spares. This operation involves
application of stimulus and measurement of response at the board interface
connector(s) under conditions of power and load, which should "emulate" as closely
as possible the environment the subject UUT will experience in the next higher
assembly.

Tests on the next higher assembly normally include manufacturing
alignment and verification, followed by a burn-in and/or vibration cycle and, finally,
an acceptance test, in preparation for delivery.

Factory test priorities are primarily time-related. They must be available in
time to test initial deliveries; they must be performed in minimal time to support
throughput and production rates; and they must be time efficient to minimize labor
cost and expense of test equipment.

Maintenance support begins with a malfunction in a one-time operational
assembly, confirms or detects that malfunction, and supports isolation of the
malfunction to a replaceable, failed component. The standard three-level
maintenance system begins with operational maintenance implemented on the flight
line in an operational vehicle, utilizing built-in test (BIT) to detect and perform fault
Isolation for black boxes, line replaceible units (LRU) or weapon replaceable
assemblies (WRA). Repair action at this stage consists of removal and replacement
of the malfunctioning assembl, and successful operation of BIT, to verify that the
repair rendered the vehicle ready for service.

The malfunctioning unit, or assembly, is then sent to the Intermediate
Level shop, where it is tested to determine the cause of the malfunction and Isolate
the failure to a shop replaceable unit (SRU). Repair is effected by removal and
replacement of the faulty SRU and successful performance of the LRU to verify that
it Is ready for service. The faulty SRU is sent to a Depot Level repair facility, where
It, In turn, Is tested to determine the cause of the malfunction. Faulty components
are removed and replaced, and the SRU is verifled ready for service by successful
performance test at the Depot or sent to the factory for test and repair.

Maintenance support priorities are typically efficiency related, with the
criteria placed on fault Isolation and elimination of unnecessary testing caused by
RTOKs, CNDs, and fault Isolation ambiguity groups. Another problem experienced
by maintenance support facilities Is Inadequate configuration management or delays
between development of equipment design changes and updated test capability.
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OND and RTOK problem areas can exist between all levels of
maintenance from lowest to highest.

o Organizational and Intermediate Level

o Intermediate and Depot Level

o Depot and Factory Level.

Two of the primary contributors to RTOK problems are test tolerance
problems (I. e., limit selection) and test bed Incompatibilities (I. e., environment and
performance capabilities) between levels of maintenance.

2.2 Cone of Tolerance Overview

All electronic circuits can be regarded as an approximation of some
Idealized mathematical model. The model for a linear circuit Is most often a transfer
function. The model for a digital circuit is a Boolean equation. In theory, a circuit
could be specified In terms of the mathematical model by stating the equation and
the allowable deviation over a specific dynamic range of amplitudes and
frequencies. Consider, for example, a linear circuit designed to provide some given
transfer function. A test of this circuit might consist of selecting a number of discrete
frequency signals, measuring the gain and phase shift, calculating actual pole and
zero locations, and comparing these to the mathematical model, In practice, this
Idealized approach to specifying and testing circuit performance Is not often used.
The reasons are sulte Drlamatil: real circuits always exhibit nonlinearities and
random noise; power sources are never pure DC; and depending on the available
Instrumentation, some characteristics are more easily measured than others.
Consequently, circuit performance requirements must often be specified In terms of
both circuit oompoo,2nt tolerances and very sDeoIfio test conditions. Tight
restrictions must be placed on power supply accuracy and regulation and precise
stimulus, and measurement values must also be specified.

In the design of a weapon system, a great deal of time Is usually spent In
system Integration and checkout. Typically, this Is done by setting up a "hot
mockup" of the system and Interconnecting the Individual assemblies. With this
situation, It Is only natural that much of the engineering effort will be devoted to
getting the weapon system to pass system-level tests. As a result, subsystem (I. e.,
LRU/SRU and lower assembly) test specifications and test procedures are often
neglected. Generally, they will be Incomplete and Inaccurate. Tolerances on the
test specifications may be unrealistic. When there Is not sufficient time to make
accurate tolerance calculations, the tendency Is to err In the direction of tighter
tolerances to ensure that an assembly that meets these tolerances will work in the
next higher assembly. Too often these excessively tight tolerances are propagated
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Into the depot and field test procedures, giving rise to unnecessary ATE
compatit'Alty problems.

In some cases, tight tolerances on power supply and Instrument
accuracies are an attempt to ensure that the test Instruments are as good as, or
better than, the ones used by the circuit designer In engineering tests on
breadboard or preproduction circuits back at the factory. Tolerances should always
be expressed In absolute terms and not relative to a particular test instrument.

In specifying circuit tolerances, there Is no substitute for good analysis
which Is supported by sufficient laboratory testing. The designer should know
precisely how variation In any component wili affect the oweration of the circuit. The
system toleran.e, should be the basis for asslinino an error budget to each system
and, hence, tO each replaceable assembly In the subsystem.

Many engineers are familiar with the systematic approach to allocation of
reliability requirements. A correspon•ng approach to allocation of error budget may
be of some value. Of course, the calculations and derivation of mathematical
models need not be as well documented or as formalized as the reliability alloca-
tions. Formalized documentation requirements are only necessary when there Is an
Interface between tqchnlcal disciplines--as there often Is between the reliability,
maintainability, and design disciplines. What Is needed Is a system approach,
without the system approach's paperwork.

In the areas of tolerance calculation and sensitivity analysis, one should
consider, as an aid, the use* of comouter-aided techniques. An advantage of these
techniques Is the number of calculations that can be completed in a relatively short
time. These calculations, however, are only as good as the mathematical model
used In the analysis program. The user must be fully aware of limitations in
simulation programs used for this purpose.

Thus equipment designers must establish test tolerance values at all
levels of test, with tighter tolerances at the Factory Level, increasing as shown In the
Cone of Tolerance In Figure 1. This will preclude 'bouncing" the UUT back and
forth between levels of repair (1. e., RTOK problem). If the designer does not
consider the tolerance cone In development, tighter test requirements will result in
Organizational and Intermediate Level overdeslgn and Increased acquisition costs
for the UUT.
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FIGURE 1. CONE OF TOLERANCE

3.0 VERTICAL TEST METHODS AND CRITERIA

3.1 Faotory/Deslgn Environment

3.1.1 Overview

The mission of the factory is to design, develop, and performance verify
UUT for production applications. The primary testing mission is to ensure that a
"good" product leaves the factory. A "good" product Is defined as an end Item which
meets its performance verification goals.

In order to achieve this goal, It Is Important to establish proper test limits
for static and dynamic tests. If the tolerance bands are made too loose, It is possible
to pass a defective UUT, and If the tolerance bands are made too tight, It Is possible
to fall a good one.
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Typically, test program set software Implemented on factory test
equipment is the primarq vehicle for performance verifying and fault isolating
production UUTs. The following provides an overview of typical design analysis
procedures used to derive UUT performance specification limits In a factory environ-
ment.

3.1.2 Typical Design Analysis Procedure

There are many priorities considered by the electronic design engineer
during the design phase of a product. Many product features are considered:
performance, development and product cost, reliability, testability, producibility,
maintainability, size, weight, power, and efficiency. The pertinent priority considered
here Is performance--specifically, the limits that are used to guarantee product
performance through test.

During the development of an electronic product, the design engineer
typically uses a worst-case design analysis procedure because It Is a safe and
reliable approach and Is the easiest analysis to perform. This analysis virtually
guarantees a 100% yield during any type of performance test. If worst-case tech-
niques do not fulfill all of the product requirements, then compromises are usually
made that result in a change to the design or a more realistic analysis approach Is
used to determine output performance limits.

A more realistic design approach can usually be Implemented by using a
statistical approach, which Is a more difficult analysis than worst-case. The most
common statistical analysis is termed Root Sum of Squares (RSS). There are other
statistical analyses, such as Monte Carlo, that will produce virtually the same results
as RSS, when the number of trials becomes larger. Statistical limits placs tighter
tolerances on the outputs and result in lose safety margin and less yield in
production.

If worst-case and RSS analyses do not meet the design specifications and
requirements, then a systematic analysis Is normally Invoked, This analysis uses
predictable characteristics, such as component or power supply tracking. Usually, a
systematic analysis approach Is a subset of worst-case or ASS.

In virtually all designs, a combination of these analysis techniques Is used.
Naturally, worst-case Is attempted first because of Its preferred features, followed by
RSS, and then, as a last resort, by systematic.

A brief overview of typical test limit calculations In the factory, utilizing
worst-case and statistical tolerance techniques, Is discussed In the following
paragraphs.
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3.1.2.1 Worst-Case Analysis

If worst-case analyses are used to establish pass/all test limits for a UUT,
then it Is possible to have a failed or defective component and still pass test. This Is
true because It is extremely unlikely that a worst-case limit can be experienced In
normal situations. Although this may not be detrimental In the immediate test
environment, it could render the UUT Inoperative, or significantly degraded, In actual
operation.

For worst-oase analysis, the maximum (+) worst-case tolerance can be
found by analyzing a circuit's transfer function and ascertaining which components
In the numerator should be at their maximum values and which components in the
numerator should be at their minimum values. A similar technique can be utilized to
calculate the minimum (-) worst-cme tolerance.

For analyses Involving timing analysis, maximum and minimum worst-
case tolerances are calculated utilizing summing techniques for each component in
the subject timing chain.

3.1.2.2 Root Sum of Squares (R18) StaUstloal Tolerancing

Although ASS analysis predicts a yield of 99,7% and a 0ausslan output
distribution, It Is based on the condition that all contributing components possess
Gaussian (normal) distributions over their complete specified range. As an
example, a + 10%, 100 ohm resistor Is expected to possess a distribution as shown
In Figure 2. This Is hardly ever the case In actual practice, however. Most often,
the distributions are quasi-Gaussian and 'skewed." What causes this condition Is
that the manufacturer of the components desires a high yield, and the mean of the
distribution will vary from lot to lot. Consequently, "skewed" distributions are more
realistic distributions to expect In a manufacturing environment.
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FIGURE 2. IDEAL DISTRIBUTION FOR A 100 , 10 OHM RESISTOR

If "skewed" distributions are Indeed realistic, how does the factory justify
RSS analysis?

In the world of statistics, the Central Limit Theorem predicts that no matter
what the Individual distribution of the contributing components, the resulting
distribution of the subject performance parameter approaches Gaussian
characteristics as the number of samples becomes large. However, real-world
acquisition scenarios sometimes play havoc with the Central Limit Theorem's
generalization. Quite often, military systems are subject to short production runs and
"on-again, off-again' procurements, which are spread out over many years and
utilize many different second-source suppliers Unless qualified, screened
components are utilized, It is possible that the performance characteristics of the
resulting end item will deviate from the "nominal" performance characteristic
specifications.

That Is, the "real life" nominal value, which Is manifested In the subject
end item, will be "skewed" significantly to the right or left of the "normal" nominal
value.

Where component tolerances are controlled and maintained, RSS
techniques at the factory can be utilized to derive statistically sound limits for a UUT,
when applied In concert with ATE instrumentation and switching characteristic data.
For RSS analysis, the maximum output for a subject performance parameter can be
found by calculating the change to the performance parameter (Px) due to a change
In each component value (Cx) of the circuit, squaring each term, and taking the
square root of the resulting expression.
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Mathematically speaking, RSS can be calculated as follows:

I C C, cb)+" VA C,,

There are other, less laborious methods, that can be used for RSS
analysis, such as a method Involving partial derivatives. This method Is very easily
performed with available computer-aided design programs, such as SPICE. Utilizing
the circuit design data base, each component circuit value Is edited to Its worst-case
maximum value, a circuit simulation run of the "adapted" circuit, and the resulting
output changes recorded. This technique Is done for each circuit component which
has an affect on the subject output parameter in question. Then utilizing a "canned"
software routine, each change Is squared, summed with the other changes, and the
square root calculated to yield the resulting RSS change.

When utilizing this procedure, all terms except the component In question
assume their nominal value, while the one In question assumes Its worst-case value.
Nominal circuit parameter tolerances are derived for a UUT by running a good circuit
simulation with all components set to their "nominal" values. The results of an RSS
analysis yields a distribution that Is Gaussian In form and predicts that 99.7% of the
performance parameter values for a "good" UUT will fall within the Gaussian + 3
limits. A similar type of analysis can also be performed for the negative extreme.

3.1.3 Factory ATE

It Is Important to note that the factory test environment differs drastically
from the field environment. Testing In the factory Is primarily addressed from a
"bottom up" point of view. The spectrum of factory ATE varies from: component
test, bare board test, loaded board, LRU/assembly test, and In-circuit test to
functional board teat, "hot mockup" testing, or certification testing In the next higher
assembly.

The factory test environment Is exacting and comprehensive. Factory
testing Is orchestrated to fault detect and fault Isolate a broad cross section of
failures, such as shorts, opens, solder splashes, components out of tolerance,
components Inserted Incorrectly, wrong value of components utilized, etc. Typically,
once the subject end Item Is tested utilizing factory ATE, It Is Integrated Into the
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deliverable product (I. e,, computer, radar, etc.) for final functional testing. This
Integration process assures that the whole is equal to the sum of the parts and that
the system functions to performance specifications. If the system does not meet
performance requirements, a combination of manual, semiautomatic, and automatic
testing Is utilized to ascertain which system component Is the cause of system
failure. The subject system component (I. e., SRU, assembly, LRU) Is then sent
back to the appropriate level of test In the factory to ascertain failure resolution
within the subject end Item.

If it Is determined that the subject end Item passes its ATE functional test
and falls system Integration testing, an analysis Is typically performed to ascertain
what changes are required to the factory ATE and/or TPS to eliminate, or minimize,
the RTOK problem at the factory. Typlially, primary *fixes" Involve:

o Modification to test limits, to reflect more accurately performance limits
required In the next higher assembly

o Interface device loads and circuitry, to "emulate" more accurately the
next higher assembly In the ATE functional tlst test bed.

This data then Is fed back to the manufacturing test group to ensure that
the factory ATE/ITP are updated to ensure Increased yield In the manufacturing
test process. The repository for this information Is embodied within factory ATE and
TPS configuration base lines and the associated factory system acceptance test
procedures. Typically, this data Is not formally configuration managed, per MIL-
STD-480 procedures, but maintained as engineering information released by test
engineering to manufacturing test

This data Is typiclly not a contractual deliverable.

3.2 Factory and O-(BIT)/A-ID-Level Interface

Parametric testing, utilizing the ATE, Is the prevalent method used to
evaluate performance of electronic assemblies during their manufacture at the
factory and during the operations phase of their lifetime at the Depot and
Intermediate Levels of maintenance.

The most common method of parametric testing Is to construct an
emulation of the next higher assembly, consisting of the UUT, the ATE, and an
Interconnection Device (ID). rmulation of prime system signals and basic
measurement capability are provided by the ATE. The ID is generally passive, but
occasionally is used to modify, or buffer, signal paths in some manner. Assuming
that the test designer knows the level of performance which Is required of the UUT
to allow the prime to meet Its performance requirements, a set of test limits is
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per the discussion In the previous section. These limits must also take Into con-

sideratlon the uncertainties present In the stimulus/measurement process, as

Illustrated in Figure 3, If we are to guarantee correlation between the ATE test and

operation In the prime system.

PERFORMANCE REQUIRED
IN SYSTEM

- TOLERANCE NOMINAL + TOLERANCE

TEST LIMITS
"N MEASUREMENT,,,

UNCERTAINTY

FIGURE 3. TEST LIMITS MUST BE SET TO COMPENSATE
FOR MEASUREMENT UNCERTAINTIES

Tolerances for testing are commonly calculated as a Root Sum of Squares
(RSS), when the error sources are statistically independent and normally distributed.
For example:

T - [eu2+em 2 +es2 ]1/2

where

eu ,, UUT output tolerance as calculated utilizing sensitivity analysis,
modulated by real-life experience, and as documented in the
appropriate UUT performance specification

em = Test system error, Including measurement error and the effect of test
system noise sources
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es = Error reflected at UUT output due to stimulus uncertainty

The term 9. can be reduced by programming techniques which eliminate
the long-term effects of component aging, thermal drift, and other factors which
remain constant, or essentially constant, over the relatively short time that it takes to
execute a test on the support system. Similarly, the measurement error sm can be
reduced. If the test system includes a calibration reference for the measurement
Instrument, long-term drift In measurement accuracy can be eliminated by
appropriate calculations at '.ie timle of test execution. Transmission ling effects can
also be reduced.y takini, Irtc: account the insertion of losses and ImPedance
mismatches or reflection coefficients alono the transmission line between the UUT
and ATE tmulus and meamsmrmt devices.

These stimulus and measurement parameters, for the most part, are not
known until the Depot Level ATE to be used has been defined: This definition does
not always occur in the proper time frame. .In addition, the parameters for the
factory ATE are not always characterized and documented for depot and field uses.
The result Is often evildent In the form of nonootImized test limit assignments and as
RTOK problms between the factor and thtO fW .

A potential problem exists of nominal value skew when circuit component
tolerances are not controlled In the factory design environment. This anomalous
situation can potentially cause RTOK problems In the factory for end Items which
have tested *bad" In the field due to a combination of factors: *nominal circuit
tolerance skew" and the measurement uncertainty" of Depot Level ATE (see Figure
4). A similar condition can also exist between the Depot- and Intermediate-Levels of
Test.

Thus appropriate attention to detail with respect to the setting of 2i1it
tolerances and the aJotrol of 11lth2e tolerances, via the acquisition and spare parts
procurement process, Is essential, In order to assure that a "nominal value skewing"
problem does not manifest Itself as a RTOK problem In the UUT maintenance chain,

If all maintenance activities associated with the UUT are Included, a conic
test tolerance envelope results, as previously depicted In Figure 1. The base
dimension of the cone represents the level of performance required In the system in
Its operational environment. This tolerance value Is typically the accuracy required
of Organizational Level BIT stimulus/measurement devices to certify UUTs Ready
for Issue (RFI) at the platform level. The slope of the cone Is a composite of the test
uncertainties at all levels of test, The height of the cone Is defined by the number of
different maintenance levels at which that parameter Is tested, Note that these
factors act to define the level of accuracy required of the ATE at each level of main-
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"Tolerance cone budgeting" is an accepted method of distributing test
limits across the various uncertainty factors associated with the manufacture and
maintenance of electronic assemblies. The intent is to define test limits at each test
level, so that adequate margins for test equipment performance and prime product
performance are allowed. Prouerly spoiled, tolerance cone budgeting results in
good correlation between test results at each maintenance level and, therefore,
minimizes nonverifled failures with their attendant cost and lost time Implications.
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Failure to perform a rigorous analysis of the affects of test tolerance build-
up often results In test limits being arbitrarily assigned on the basis of ATE/diagnostlc
element capabilities, rather than on the basis of correlation it the next level of test.
This will Invariably result in one of three problems:

1. A failure of the prime system to perform to specification, even when all
individual devices test "good"

2. An excessive number of devices In the pipeline, due to UUT which test
"good' at one level, but "bad' at the next maintenance level (RTOK)

3. Unnecessary repair actions caused by test limits which are excessively
stringent.
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Occurrence of any one of the above situations will result In excessive
maintenance activity and probably will Impact prime system availability or
performance, as well.

If tolerance cone budgeting Is to succeed as a testing strategy, a data
base of controlled parameters must be defined and characterized at each level of
maintenance for use at other maintenance levels In setting their test limits.

3.3 Generlo Date Base Requirements

Based on the discussions In the previous sections, tabulated below are
generic data base requirements for diagnostic ATE, which must be data based to
resolve vertical test and RTOK problems between the Factory and
Intermediate/Depot Levels of test and which, when controlled, ensure traceability of
test requirements from the factory:

o Component tolerances (%) for all components which contribute to or
affect the subject performance parameter tolerance

o ATE stimulus stability and accuracy for each performance
parameter test

o ATE response stability and accuracy for each performance
parameter test

o Stimulus switching uncertainty (path resistance and distributed shunt
capacitance) for each performance parameter test

o Test accuracy ratio achieved for each performance test, based on the
factom Ident!fied.

As a rule of thumb, a test accuracy ratio of greater or equal to three-to-
one Is typically maintained between the test measurement accuracy and the test
requirement to ensure test measurement Integrity.

3.4 Vertical Testability Method Alternatives

Besides tolerance cone budgeting and the maintenance and traceability of
controlled parameters, other criteria and methods may be employed to ensure
vertical testability across maintenance levels. Two such methods which have, or are
starting to have, wide-spread application are:

o Employment of common ATE between maintenance levels
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o ATE emulation.

A brief discussion of each of these vertical test methods Is given In the

following paragraphs.

3.4.1 Common ATE

One approach to reducing the tolerance cone "build-up" problem Is the
utilization of common functional ATE and test program sets In both the factory and
the field (vertical commonality). The approach Is predicated on the assumption that
the same functionai ATE that Is used In tandem with other factory ATE (I. e., In-
circuit, component, etc.) can also be utilized to support the Depot and Intermediate
Level testing functions. This testing concept reduces the "uncertainty" of test to
Include only the calibration variation of the ATE, thus minimizing the need to budget
test equipment performance at each maintenance level--In effect, "shrinking the
tolerance cone."

This approach is not without Its drawbacks, however. The manufacture
test, field test, and depot repair environments are considerably different, and an
efficient ATE system for one may not prove to be efficient for others, u
managod and/or adacted. Some differences between these two environments are:

o Manufacturing final acceptance tests using ATE are typically designed
to test one type of product, to test It rapidly, and to diagnose to a
parameter level only. Fault isolation and repair are typically done
elsewhere.

o Field "biack box" level tests using ATE are typically required to support
a quantity of different types of UUT which arrive at Irregular Intervals.
Fault isolation to the replaceable assembly level and repair
vertficatlon/alignment are performed on the ATE by relatively low-skill-
level operators. Support of the ATE Itself is limited by local shop
resources and training.

o Depot ATE Is required to handle many different types of assemblies
arriving in small quantities. Repair is to the defective component level.
Repaired UUT must be verified to a high degree of confidence, since
the prime system Is not available to validate the repair action.
Normally, the repaired UUT becomes a spare.

These differences, coupled with the thrust to perform more maintenance
using ATE, make it Important to develop ATE hardware and software which Is
appropriate for use at all levels of maintenance. Merely specifying "modular"
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systems is not adequate. Thought must be given to how the equipment Is to be
used and by whom. Only then will benefits accrue from modular systems ar-
chitecture.

While factory and maintenance SUDDOrt have different operating
environments. they-have many common reauirements and obleogtilv. Final
acceptance test In the factory Is an equivalent requirement to operational
performance verification in the field maintenance support environment.
Manufacturing test at the factory must Include capability for fault detection and fault
Isolation, which Is the primary objective of field testing.

It Is reasonable, therefore, to consider common test capabilities (I. e.,
vertical commonality) to support both factory and maintenance support requirements
at assembly and subassembly levels.

The concept of vertical commonality Is (the Implementation of) common
requirements In the factory, field, and depot predicated on a common automatic test
system architecture, consisting of common bus structures, btimulus generators,
response monitors, switching devices, Interface devices, software operating system
(SOS), and test program sets (TIPS).

The primary advantage of this approach Is the Inherent buIlt-in vertical and
horizontal compatibility. The use of the same Instruments to perform the tests, the
same software to control the tests, the same Interface pins, the same bus structures
to tie the modular components together, the same mechanical fixtures to Implement
the tests, and the same criteria to evaluate the test at the Factory, Field, and Depot
Levels eliminates many of the unnecessary retests and ambiguous determinations
which Impede throughput In the factory and maintenance support facilities.

Common test systems for Factory, Field, and Depot Levels of
maintenance provide many benefits for both the supplier and the customer, The
overall program cost Is reduced by one-time development of a TPS to serve both
requirements. Common tests at each level produce consistent results by reducing
unnecessary testing (I. e., RTOK) of operational units. Use of common test systems
In the factory provides the supplier with a local proving ground for TPS
effectiveness, resulting In a proven TPS which can be delivered to the customer in
time to support initial system deliveries and negating the requirement for contractor
maintenance. Another Inherent advantage Is configuration management, based on
the fact that units delivered from the factory must be tested on the same equipment
and with the same test programs used for maintenance support. Changes in the
prime equipment, therefore, must have corresponding changes Incorporated Into the
test program sets before the units can be delivered, thus making test program set
updates concurrent with prime equipment configuration changes.
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The net result Is a product delivered with a proven support capability,
available concurrently with the program needs, and maintained current with
configuration changes by factory acceptance test requirements. The customer Is
benefited by a better supported product, while the supplier gains a reputation for
product support, which enhances future business opportunities. Vertical
commonality provides the capability to test during design to prove that the product
works; to test during qualification testing, to prove that It works under all conditions;
to test during production, to prove that It works with all combinations; and to test
during support, to prove that the product works throughout Its entire service life.

3.4.2 ATE Emulation

Another approach to vertical testability has been to adopt the approach of
"ATE emulation." Emulation Is an approach by which the i/O Interface of an ATE
system Is functionally replicated, on a test-by-test basis, by a substitute system
which utilizes a combination of hardware and software. This approach Is typically
utilized when the sunk cost Investment In test program set software Is extensive on
an obsolete, or soon to be obsolete, piece of equipment and new, replacement ATE
Is to be procured, or when a Depot- or Intermediate.Level ATE TPS Is developed,
utilizing factory "source* programs.

Figure 5 depicts the classical approach to achieving ATE emulation,
utilizing the concept of hardware reconfiguration. Vertical transportability between
factory ATE and depot ATE Is dependent on a number of factors, some of which
are:

o Performance capability of "functionally equivalent' Insrumentation (I,
e., ranges, accuracy, stability, granularity, etc.)

o Performance compatibility of switching systems (I. e., path resistance,
shunt capacitance, off-set voltage, noise, etc.)

o Calibration accuracy differences between instruments.
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Thus the classical ATE emulation concept minimizes, but does not totally
eliminate, "measurement uncertainty" between the factory ATE and the emulation
ATE.

An alternative approach to hardware reconfiguration Is software
reconfiguratlon, utilizing concepts such as pin electronics (PE) as the emulation
vehicle (see Figure 8). Pin electronics employs high-speed D/A and A/D technology
behind each UUT i/O pin. No electromechanical switching Is employed. Each PE
channel Is a "virtual Instrument" In disguise which, via software control, can emulate,
up to approximately 25 MHz, any electrical Interface signal and propagation delay.
Any ATE anomalies/characteristics of the factory ATE can be emulated by the PE
ATE. This emulation approach can be utilized over a broad spectrum of
applications. The ramifications, from a vertical testing compatibility point of view, are
encouraging:

o Because of the employment of high-speed/highly granular D/A and A/D
technology, measurement and stimulus uncertainty Is minimized

o The absence of a switching function from the PE system architecture
eliminates stitnulus/measurement switching uncertainly from testing
tolerance limit caluulation
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o Calibration accuracy differences In the limit become the primary drivers
of measurement uncertainty between the original ATE (factory) and
emulation ATE (depot).

o Emulation ATE (EATE) provides same Input/output functional capability
as the old, or original ATE being replaced by EATE

o TIPS transportability only as good as hardware/software selection and
"tuning" wili allow

o Hardware reconfiguration concept require~s recurring solution to ATE
replacement problem on an application-by-application basis
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It should be noted that s comblnstlon of these dlagnostlo methods may be
used to effeot vertloal test solutions. For example, common ATE may be utlllzed at
the Factory, Depot, and Intermediate Levels of malntenanq:e and tolerance cone
budgeting may be utilized to derive test tolerances at the Organizational or Platform
Levels of maintenance. Criteria for the selection of each of the Identified diagnostic
solutions Is provided in the paragraphs that follow.

3.S.1 Tolerance Cone Budgeting (TCB)

Tolerance Cone Budgeting should be utilized when !ife cycle cost 8tudl0•
and/or Droarwn constraints dictate the use of exlotlno test vehicles !n the fakery and
Sthe field. In this severe type of environment, tolerance cone budgeting Is the only
vertical test method (VTM) alternative available to the support system manager.

$.5.2 Modular Emulotlon ATE

Modular Emulation ATE should be utilized when:

1. Old, outmoded ATE Is to be replaced in the field end sunk cost
Investment In test •ftwsro Io to be preserved, and

2. Existing factory ATE Is not cost effective or technically feasible to
upgrade. Employing common ATE In both the factory and the field Is
not a feasible alternative.

It should be noted that the utilization of modular emulation ATE I..m•
the preservation of toloramoo cone budgoUng and assoalated toot limits employed
within existing toot program oats. In essence, the modular emulation ATE
replacement €oncept goal Is to "preserve," within the maintenance hlorerohy, the
tolerance cone budgeting contribution of the "replaced" ATE.

3.5.3 Common ATE

Common ATE Io the preferred V'rM approach and should be utilized as a
VTM for the following scenarios:

1, Now program starts. Situations In which test equipment and TPs have
yet to be specified in an RFP, Promulgation of the concept of common
modular ATE In both factory end field should be the VTM strategy
employed in this situation.

2. Situations In which critical UUT performance parameters have small,
but measurable, day-to-day drlft varlatlon (I. e., "nomlnsl value drift'),
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Intrinsic within themselves. Use of common ATE will minimize
measurement uncertainty In these particular situations.

3. Situations In which critical UUT performance parameters are "pushing"
the state-of-the-art Instrumentation (I. e., TAR c 3:1).

In these types of situations, tolerance cone budgeting becomes
Impractical. These situations will cause failure of the prime systems to perform to
specification, even when all critical performance parameters test "good."

Use of common ATE will minimize measurement uncertainty In these
particular situations by virtue of the fact that the same critical parameters are
measured at other levels of maintenance with the same common ATE and TPS.

4.0 DESIGN PROCEDURES AND DOCUMENTATION

Traceability of the testing functions and parameters throughout all levels
of maintenance Is Important to both the Government Program Office and the
contractor, To achieve satisfactory traceability for both government and Industry
use, documentation of the testing functions and parameters, together with the
environment In which these are measured, Is required. This documentation must
take two forms. The first type deals with documenting the approach utilized by the
contractor to establish testing tolerances. MIL.STD-2165 Is the governing standard
for documenting the method used. Task 202.2.1 of this standard establishes the
approach used to achieve vertical testability. This should be accomplished during
Dem/Val. Task 203.2.1 of MIL-STO-2165 documents the procedures utilized to
achieve vertical testability. This Is accomplished during Full-Scale Development.

Documenting the results of the vertical testability analyses Is
accomplished by Invoking MIL-STD-1519 or MIL-STD-1345, Test Requirements
Documents. Caution must be used In Implementing these standards. Historically,
the test requirements documentation was often prepared after-the-fact and served
no useful purpose, except to document that these parameters, tolerances, etc., had
been established. However, this Is not the main purpose of these standards.
Rather, the documentation required must be utilized to define the testing
requirements at all levels of maintenance (Organizational, Intermediate, and Depot)
and for all types of tosting (BIT, ATE, etc.). Thus this documentation plays a key
part In the diagnostic design process, which Includes vertical testability analyses.
When requiring Data Item Deliverables under MIL-STD-21 65, MIL-STD-1345, and
MIL-STD-1419, the CDRL must reflect this need. The timing of generating these
test requirements Is not only essential In the design of the testing function, but must
be a major Input In the development of the technical Information which supports the
testing function (o. g. technical publications). Thus the preparation of a technical
publication or softwnre, In the case of electronic delivery of this technical
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In the case of electronic delivery of this technical Information, must depend on the
timely preparation of the Technical Requirements Document.

Figure 7 depicts vertical testability design procedures and the associated
documentation. The vertical testability activities are tied to the diagnostic activities
found In the the Diagnostic Activity Roadmap contained near the beginning of this
guide. Documentation of both the approach to vertical testability analysis and the
performance of this analysis are documented in the Testability Analysis Report (DI-T.
7199), which Is an overall testability report required during DemNal and FSD. Care
must be taken by both the Government Program Office and the contractor to assure
that vertical testability Is addressed in these reports. If additional Instruction on the
Data Item Dellverables Is required, It can be accomplished through the use of the
CDRL, which can tailor the DID.

The documentation of the vertical testability analysis Is contained In the
Test Requirements Documents. MIL-STD-151 or MIL-STD-1345, Test
Requirements Documents, are the governing standards. Either standard can be
applied. The testing parameters and the test environment Information Inputs to the
test programs which are generated for BIT, ATE, etc., and the test procedures can
be utilized as a direct input In the preparation of technical publications or other
electronic delivery methods.

AIM A13434 A1'42 A1441
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TESTADILITY/DIAGNOSTIC DESIGN TECHNIQUES

1.0 OVERVIEW

Weapon systems are becoming increasingly complex and difficult to
support. To a large extent, their capability to be available to successfully complete a
mission Is dependent on the testability and diagnostic characteristics designed Into
their associated support systems. These support systems consist of both
embedded (I.e., on-line BIT) and off-line (i.e., external test equipment/ATE) test
capabilities.

, Innovative new approaches In test system architecture, such as the virtual
Instrument concept and expanded pin electronics techniques combining analog and
digital test capability on each pin, are coming together to enhance system
readiness. These advances will yield the highest probability of mission success only
when a design for testability philosophy Is incorporated In the earliest stages of
system acquisition.

Life cycle cost trade-offs between the varied system elements
automatically preclude the establishment of a set of mandatory testability features
for all procurement evaluations. The techniques and applications identified herein
provide a comprehensive outline of those processes that are real, available, and
acceptable In accordance with established specifications and system goals. They
provide a base from which greater systems operational availability will evolve as
technology also evolves.

The sections to follow will give detailed Information on testability and
diagnostic design techniques. Section 2 Is devoted to the various levels of design
according to the hierarchy of Integrated Diagnostics, The maintenance spectrum
must deal with testing at the system level, testing of black boxes or subsystems that
are parts of that system, and testing of boards or modules which are part of the
subsystem or black box. The components on those boards must then also be dealt
with as part of the overall testing spectrum.

Section 3 deals with general considerations for the designer, Included Is
on-line and off-line testing, digital guidelines, analog guidelines, guidelines for LSI
and VLSI, guidelines for microprocessors, and a section on the use of a test and
maintenance (TM) bus.

Section 4 deals with standard testability approaches Including scan
techniques. Covered In this general category of scan techniques are soan path,
level-sensitive scan design, scan set, random-access scan, and scan as It applies to
the test and maintenance bus. Also Included Is the new technique of boundary
scan. In addition, signature analysis Is covered In detail, Included are stimulus
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generation, the development of signatures, signature analysis and Its applicability to
the TM bus, and the various design levels In which signature analysis can be used.
Also covered Is the standard microprocessor wrap-around technique including the
defining of core operability, the testing of Read Only Memories (ROM), the testing of
Random.Acoess Memories (RAM), priossor controlled gating, the generation and
the capture of the test vectors, and the applicability to various design levels. Also
discussed are various analog techniques Including active versus passive testing,
analog stimulus generation and measurement, conversion of analog signals to the
digital format, and, finally, applicability to various design levels, Concurrent test
techniques are covered In Section 4, Including concurrent versus non-real time, the
new pin electronics architecture, fault-tolerant design, and the applicability to various
design levels.

Section 5 deals with fault Isolation techniques Including the use of test
points, the use of a test header to Increase I/0 visibility, fault signoture/fault
dictionary as a fault Isolation technique, and the use of a guided probe or clip for
fault Isolation. Alo covered Is the use of the TM bus.

Section 6 Is devoted to physical packaging Including surface mount
devices, chip carriers, small outline packages, pin grid arrays, packagelese
conAgurations, and the testing of surface mount devices.

Section 7 covers the use of a test and maintenance bus. Included are the
VHSIC TM Bus, the element teat and measurement bus, plu current efforts on the
part of the JTAG Committee and the IEEE.

2.0 DEWON LIEVEL

Integrated diagnostics Is an all-encompassing discipline that Is meant to
deal with diagnostics at all levels In a system. For many years the maintenance
spectrum In an Ideal situation operated as follows: the prime system (e.g. an
aircraft), would have suffiolent built-in test In order to ascertain whether or not the
system was working correctly or, If it was not working correctly, to be able to fault
Isolate to a malfunctioning black box onboard. The suspect blaock box would be
removed from that operational scenario and returned to an Intermediate-level shop
for testing. A test system In the I-level shop would cheock the suspect black box to
ascertain whether it was operating correctly or If It did Indeed have faults. If a fault
or faults were uncovered, the procedure would be to Isolate to one or more
malfunctioning printed circuit boards or modules. The faulty board(s) or module(s)
would be replaced, the black box retested and, If operational, returned to the spares
Inventory. The faulty boards or modules would be returned to a depot for testing on
a different plIee of test equipment which would be used to determine whether or not
they were operational or whether they were malfunctioning. If they were faulty, the
approach would be to Isolate to a malfunctioning component or components. After
replacement of these faulty component(s), the now operational board would be
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returned to this spares Inventory. This overall approach required at least throe
levels of maintendnce.

An attempt Is now underway to create a two-level maintenance scenario.
This newer approach Is an attempt to eliminate the I-level shop. The built-in test on
board the operational system Is Intended to fault Isolate without ambiguity to a
malfunctioning line replaceable module. That suspect module would then be
returned to the depot for repair. This procedure would eliminate the I-level shop.

Regardless of the maintenance scenario, when diagnostics are built Into a
system they can be built in at the chip level, the board or module level, the black
box or subsystem level and the system level. Since Integrated diagnostics Is an all
encompassing discipline, every attempt will be made In the following sections to
point out at what level or levels the various techniques or approaches are
applicable. For example, when camn techniques are discussed In Section 4.1, every
effort will be made to recommend at what level of the design process scan
techniques can be utilized effc•tively.

8.0 GENERAL CONSIDERATIONS

$.1 On-"LInOf'.Ino Teestng

The development of an effective system support strategy that capitalizes
on the current trends in enhanced alternate mission Idontlficatlon capability and
fault-tolorant design Is dependent on unambiguous error detection. Current
weapons system operational software can be relied upon In most cases to fault
Isolate the system to a defective black box. In a property designed system, utilizing
a TM bus and supporting BIT/BITE circuitry, maintenance diagnostic software will be
able to fault Isolate to a defective card or module. The percentage of ui,.t coverage
Is a function of the design for testability Investment In cost, circuit real estate,
program requirements and technology capture.

The Increasing population density of VLSI devices Is skewing circuit BIT
design momentum toward a distributed BIT architecture where critical circuit
monitoring components are Included on each card. This can be particularly valuable
when a dedicated maintenance diagnostic bus allows active Injection of stimuli,
derived from the BIT Itself, to alter the circuit state. Active BIT characteristics can
also enhance the capability of defining system operational capacity and Identifying
degraded mode mission performance.

Many of the design for testability enhancements that are required to yield
a significant off-line test capability also affect on-line testability. Off-line electronic
module and board screening and defective component Identification will normally be
accomplished through the use of ATE. For the purposes of this discussion It Is
assumed that the regiment will be Implemented In hardware, software and firmware,
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The allocation of test function responsibility between these three elements Is
dictated by the system design goals and technology level. Following segments will
address the off-line testing of boards with:

o BIT/SITE
o Embedded Scan Design or Signature Analysis
o Fault-Tolerant Design
o Some portion of Analog Circuitry.

The architecture of the supporting ATE has, In the past, been determined
to a large extent by the system to be tested, Now the designer of a circuit who Is
aware of the newest and moat powerful test techniques can alter the testability
profile significantly at an early stage In the acquisition process. For this reason, the
use of regular Input/output pins and Incorporation of a test header becomes an
Inexpensive adjunct to facilitating' testability when the ATE has the capability of
controlling the state of each pin. This enhanced tester capability supports the off-
line testing philosophy.

Other considerations In maximizing fault Isolation efficiency during the off.
line testing of circu•t boards are greatly Impacted by the physical layout of the board.
The effects of pin positioning and surface mount device conformation forces
alternate probing techniques. In many cases, unless test accessibility Is designed
Into the board (test header/test points), the board may not be economically tested at
the Intermediate level and will be coded for depot repair or scrap. The ability of the
circuit card designer to capitalize on the advantage of the newer packaging
techniques will be enhanced If consideration Is given to including a built-in access
route to the critical nodal points.

3.2 Digital Oukldelnee

I All circuit design must support the overall maintenance concept. It Is of
particular Importance that the maintenance concept and Its Implementation
approach be finalized before any design efforts begin. Table 1, Diagnostic Support
Activities, provides a listing of the seven specific actions that need to be
accomplished to provide adequate condition monitoring and evaluation of a circuit's
performance capability. The acquisition program goals of operational availability
and life cycle cost will determine the actual depth of application of each of these
activities. For example, off-line fault Isolation capability will be determined by the
size of the ambiguity group for failed components, the ATE characteristics required,
the extent of manual intervention and the system software characteristics,
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TABLE I DIAGNOSTIC SUPPORT ACTIVITIES

Activity Result

Performance Monitoring Continuous system status

Confidence self test Test on demand, report status

Diagnostic self test Test on demand, Identify failed Item
......... *..................*4..n...

On-line screening teat Accepts signal manipulation to determine
system status

On-line dlagnostto test Accepts signal manipulation to determine
faulty module

................ 4............ c..........n.....

Off-lIne screening test Test sequence that Identifies maximum
number of failures

Off-line fault Isolation Test sequence that Identifies component
failure

The design techniques to be used that will provide the desired level of
testability are techniques that support one or more of the following strategies:

o Making circuits Initiallzable
o Providing measurement test points
o Providing stimulus test points
o Partitioning the circuit for testability
o Providing test data collection and distribution ciroutry
o Embedding self-test In the circuit using microprocessors
o Monitoring performance of the circuit.

Specific circuit arrangement Is required to accomplish each of the Items
cited above. For Instance, In order to evaluate a circuit's condition, It must be In a
specific state (usually Initialized), For example, in the case of a memory circuit, an
Input Identified as clear (CLR) Is brought to some edge connector and, on demand,
a pro-determined pin stats Is established.

The following Items provide a comprehensive list of general digital module
testability guidelines:

o Circuitry shall be Initializable to a well-defined state to commence
test/pattern development.
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o Clocks and data should be Independent.

o All memory elements must be able to be switched to both logic states
(i.e., logic 10/1") and the output states for a given set of specified
conditions must be predictable. In some cases, direct data input (i.e.,
pre-set input) to the memory circuit must be provided to effect efficient
loading of memory elements with initialization of test diata.

o Test coverage loss In a counter is directly proportional to the degree of
the constraints that are Imposed. Testability can be at least partially
restored In these oases by insuring that the high-order bit of the
counter be an observable output.

o A mode control should not be removed from the counter or shift
register.

o The Load or Clock lines of a counter should not be driven from the
memory outputs of the same counter.

o All ROM and RAM outputs must be observable at the module I/O
connector. The Chip Select line of all ROMS and RAMS must not be
fixed at the logic polarity which allows active operation. RAMS shall
allow sufficient control by the tester to perform standard memory tests
such as galloping patterns.

o A Single Shot can be used to drive the Clock line of a memory block
without loss of testability. If the Single Shot drives combinational
circuitry, there oan be significant loss of testability.

o Long strings of sequential logic should be broken and reconnected via
gate control.

o Large feedback loops should be broken and reconnected via gate
control.

o Multiple reset lines should be provided instead of one common reset
line for a large number of memory blocks.

o All parity checkers and generators must be switchable to both output
logic states.

o All analog signals and grounds must be separated from the digital
logic.
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o Any device that does not have a predictable output must be separated
from all digital lines.

o Wired-OR signals that originate from five or more different physical

locations must be separated Into smaller groups.

o The number of module designs and IC types should be minimized.

o The module characteristics (function, pin count, clock rate, eto.) shall
be compatible with planned ATE resources.

o Error correction functions must have the ability to be disabled so that

the primary circuit can be tested independently for faults.

3.3 Analog Guidelines

Analog module testability guidelines Include the following Items:

o Input and output pins should be physically separated.

o All outputs exceeding one amp should have multiple output pins if
voltage level Is critical. This allows a Kelvin-type connection of the
analog outputs and enables voltage sensing and feedback to the
current control circuitry in the UUT. Consequently, Kelvin connection
capability permits a prescribed voltage to be maintained at the UUT
output tennInals.

o Intermediate stages of a circuit should be independently testable by
breaking signals through the I/0 connector.

o The output of all stages of an analog circuit should be available,
through Isolation resistors, to a module pin.

o Modules with complex feedback circuits should have the capability to
disconnect the feedback to allow Independent test of the feedback
and/or devices.

o All Internally generated reference voltage levels should be brought out
to module pins.

o All digital control functions should be independently testable,
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3.4 LSlNVLSIlMioroproceaeor GuldellIne

Digital LSI/VLSI/microprocessor module testability Improvement Is
accomplished by applying the concepts listed below:

o Direct parallel access to LSI/VLSI/microprocessor devices shall be
provided to the maximum extent possible. Support circuits driving the
Inputs of the LSINLSI/microprocessor should be trn-statable, allowing
the tester to drive the Inputs directly.

o . rovisions shall be made for allowing tester control of td-state enable
lines and the outputs of tn-state devices.

o If bidirectional bus drivers are used In a microprocessor module
design, they shall be located between the processor/controller and any
of Its support chips. The controls for bidirectional buffers on
microprocessor V/0 pins should be easily controllable, and preferably
automatically controlled by the microprocessor without the tedious task
of deciphering whether the microprocessor pins are inputs or outputs
for each pattern applied.

o Signal breaks should be used to provide access to various data buses
and control lines. If, due to I/0 pin limitations, this cannot be done
then scan In/scan out and multiplexing circuity should be considered.

o Select components with known properties (Internal structure, device
function, failure modes, controllablllty/observability, etc.) and
preferably with functional patterns already In existence (MIL-M-38510
or other high-quality test patterns).

o Make buses available to the tester. The data bus is the highest
priority. Tester control of a bus is the most desirable feature, although
monitoring capability alone will help fault resolution.

o A microprocessor on a module with other complex logic devices
should not be Ignored as a test resource. Once recognized, It is
essential that the necessary features be Incorporated In the design to
use this resource.

o Provide ATE control of clocks through Inhibit/over-ride techniques or
by direct independent pinout.

o Provide for "single-stepping" of dynamic microprocessors/devices, If
possible.
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o Partitioning can be enhanced by the use of tri-state buses, thereby
reducing module testing to a series of device functional block tests,

o Tri-state devices should utilize pull-up resistors to control the float
level. This helps simulators avoid the introduction of unknown states
into the circuit during automatic test vector generation.

o Free-running clocks and power-up-reset functions qhould not be
directly connected to the LSI/VLSI/microprocessor in a manner such
that they cannot be disabled and tested Independently.

o Controllability and observability of all BITE designed into LSI,
VLSI/hybrid, or microprocessor devices shall oe provided to the
module VO connector.

3.5 Test and Maintenance (TM) Bus

The use of a standard bus for testability provides a most significant
opportunity to enhance the effectiveness of module and system testing. The
incorporation of a TM bus need not be overly restrictive on its users since it need not
dictate the form of testability Implementation on the unit under test (UUT) or the
actual codes that transverse the bus, More Importantly, it gives the government the
mechanism to require each user to build testability Into his designs and gives the
means to negotiate specific testability requirements with each equipment supplier.

The functions which a standard TM bus should Implement Include the
following:

o Input pattern Information to UUT
o Output pattern Information from UUT
o Clock Signal
o Addressing
o Enable/dlsable control
o Interrupt
o Reset.

Implementation of these functions In a parallel fashion maximizes the data
transfer rate but requires an increased number of input/output pins. A serial
approach reduces the Input/output pin requirement but functions at a slower speed.
The recommended approach uses a serial path for test and maintenance control
and data Information. Section 7.0 describes this subject In more detail.
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3.6 Applicabillty To Design Levels

The objective of Section 3 Is to Identify established testabIlIty/diagnostic
techniques that should be considered for Incorporation in the design of electronic
cards/boards/modules Identified for use In modem weapon systems. The ultimate
goal Is to ensure that the testability features contribute significantly to an Improved
operational availability. Although general In nature, their applicability Is more
germane to board/module level considerations.

4.0 STANDARD TESTABILITY APPROACHES

4.1 Scan Technlquee

As digital circuits have become more complicated,so the test patterns for
comprehensive fault coverage have become more complicated and longer. This
trend continued to the point that it often became impractical for a test engineer to
develop a comprehensive pattern set manually. Automatic test program generators
and simulators were developed to help the test engineer. The size of digital circuits
has continued to grow, however, to the point that generating test patterns and
simulating fault coverage on the most powerful automatic test program generators
can be very expensive and time consuming.

Scan techniques are a group of design methodologies that separate
combinational logic and sequential logic Into separate, easily testable groupings.
Scan design depends upon the fact that digital logic may be partitioned Into groups
of combinational logic separated by sequential logic. (See Figure 1.)

4.1.1 Soon Path

In the scan.path technique the circuit Is designed so that it has two modes
of operation: one that Is the normal functional mode and another that Is a test mode
In which the circuit flip-flops are Interconnected Into a shift register. With the circuit
In test mode, it Is possible to shift an arbitrary test pattern Into the flip-flops. By
returning the circuit to normal mode for one clock period, the combinational circuitry
can act upon the fllp-flop contents and primary Input signals and then store the
results In the flip-flops. If the circuit Is then placed Into test mode, It Is possible to
shift out the contents of the flip-flops and compare these contents with the correct
response.

In the following discussion of scan-path techniques, it Is assumed that the
circuit Is constructed of flip-flops Interconnected by combinational networks. It will
also be assumed Initially that all of the flip-flops are clocked by a single common
clock signal. These assumptions mean that the circuit can be considered to have
the general structure shown In Figure 2. Drawing the circuit In this form Is done to
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simplify the following ci, but is not meant to imply any restrictions on the
designer, other than th0 above.

The structunred here Is the most common type of digital circuit
and Is the eauloet to mi the scan-path technique. D flip-flope are shown In
Figure 2 and will be umollowing discussion. The same general results hold
true If other types of flipS, JK, T, eta. - are used. Because the extension to
other flip-flops Is stralghthe details will not be presented hero.

It Is Importatingulsh between latches and flip-flops. This
distinction Is llluetrate* 3. A latch has the transparency property; if the
data Input changes whack Is active, the latch output will follow the data
Input change. This Is II" Figure 3 by the changes in the Q latch waveforms
at times 21, 26, and 3tflop changes only when the clock Input makes a
specific transition - thiransltion. For the flip-flop In Figure 3, the active
transition of the clock lrs when the clock changes from zero to one. The
flip-flop output takes glue present at the data Ihput when this active
transition occurs. Subohangee of the data Input have no effect until the
next active transition of t

An Importanterlstio of flip.flops Is that a shift register can be
constructed by oonneotutu of one flip-flop directly to the data Input of the
next flip-flop. The convia latch register to a shift register requires an extra
latch between each regis.

In one technic of the circuit flip-flops Is replaced by the flip-flop
structure shown In Figunultiplexer Is placed at the data Input to permit a
selection of two dlfferenputs - dO, or normal system operation; and dl, or
test mode. The choice iput Is based on the value of the control Input, T.
When T equasb zero, datd from the dO Input upon an active clock trans tion.
Data Is taken from dl If 'rne. A type D flip-flop ,with multiplexed data Inputs,
such as In Figure 4(a), wild a multiplexed data flip-flop or MD flip-flop.

It should be nothe design of Figure 4 has the undesirable feature
of Increasing the propagy of the flip-flop. This Is not Inherent In an MD flip-
flop. The additional debe eliminated, except possibly for the effect of
additional gate fan-In, byilng the flip-flop to Incorporate the multiplexer Into
the flip-flop droutry.

The modficaticbasic circuit structure of Figure 2 to obtain a scan-
path architecture using Wpe to shown In Figure 5. One additional Input, the
T Input, has been added.mal operation, T Is equal to zero and the circuit is
connected as In Figure bper data Inputs (Y1 ...Y ) originate from Internal
nodes of combinational chling observed and act as 'the flip-flop D Inputs. In
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order to test the circuit, Is set equal to one. The lower data Inputs become the flip-
flop 0 Inputs. Thus, 01 equals Q1 -1 for I from 2 to e, and a shift register is formed.

The primary input X Is connected to DI and becomes the shift register input. The
shift register output . appes at the primary output Zm.

Testing of the combinational logic Is accomplished by:

o Setting T equal to one, or scan mode;

o Shifting the test pattern yj values Into the 0it-flops;

o Setting the corresponding test values on the X, Inputs;

o Setting T equal to zero and after a sufficient time for the combinational
logic to settle, checking the output Zk values;

o Applying a clock signal to OK;

o Setting T equal to one and shifting out the flip-flop contents via Zm,
The next yl test pattern can be shifted In at the same time, The y,
values shiftbd ot are compared with the good response values for yj.

The flip-flop must also be tested. This Is accomplished by shifting a string
of ones and then a string of zeros - or a string of alternating ones and zeros -
through the shift register to verify the possibility of shifting both a one and a zero Into
each flip-flop.

A number of manufacturers have adopted DFT methods that are very
similar to this scan-path scheme. The major differences are In the basic soan-path
bistable element design and In the way In which the scan path Is Interfaced with the
functional circuitry.

A basic requirement of the scan-path technique Is that It Is possible to
gate data Into the system flip-flops from two different sources. One method of doing
this Is to add multiplexers to the system flip-flops as shown In Figure 5. Another
possibility Is to replace each system flip.flop with a two-port flip-flop, which Is a flip-
flop having two control Inputs and its data source determined by which control Is
pulsed.

A circuit for a two-port flip.flop Is shown In Figure 6. When a pulse Is
applied to CK1, data Is entered from DI; and when a pulse occurs at CK2, data Is
entered from D2. The two-port flip-flops are preferred over MD flip-flops because
using them make it easier to implement the control for a structure.
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Figure 7 shows the structure of a network with two-port flip-flops used to
provide the scan path. The testing procedure Is basically the same as that
described In connection with Figure 5. In the circuit of Figure 7, changing between
test mode and normal mode Is accomplished by changing the clocking rather than
by changing the mode signa (System Clock is SCK... Test Clock Is TCK).

4.1.2 Level-SenelUve Gcan Design (LSSD)

Some systems are designed to use latches, rather than flip-flops, as the
bistable elements. For latch-bosed systems It Is not possible to reconfigure the
system bistable elements directly into a shift register for test purposes. Several
different approaches have been developed to permit control and observation of the
system latches through a small number of YO pins.

One of the most popular techniques for Introducing scon-path testability
Into latch-based systems is LSSD. LSSD Is a scan-path design method for latch-
based systems. In this method, each system latch Is replaced by a two-port latch,
and L1 latch. A second single-port latch, an L2 latch, Is added to permit
reconfiguratlon of the system's latches into a shift register for test purposes. The LI
latch Is a two-port latch that is directly analogous to a two-port flip-flop. It Is a latch
with two data Inputs, each of which Is controlled by a separate clock. This method Is
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dependent on the olock doe end fell timeD for oorreot operation,

A general ltruoturo for a ly=tom doolgnod uolng the L8SD toohnlquo II
shown In Figure 8, During normal operation, the oyltem II €lookod with two
Interleaved, non.ovorlepplng pullo trelnl aq•lled to the CK1 and CK2 Inputl,

4.1.$ 8•mn-Set

SAll of the provlouo mothodl ulo the functional oyetim fllp-flopo or let(:hol to
eden teat dlte Into end out of the olroult, It II aloe pololblo to add to the funotlonel
olroultry I ihlft reglotor whole iDle purpooo Is the shifting In end out of tilt date, Note
that In this toohnlquo the term "flip-flop" moenl either • Iltoh or flip-flop, When It Ii
nioinlry to dlltlngullh, i latch II ¢lllid I "letoh flip-flop" end I flip-flop Io oallod en
"edge-triggered flip-flop." The rlmulting itnJotum il Ihown In Figure 9.

Tilt dltl II Ihlftid Into the flip-flop regllter (FF1 - FFI) from the 8DI
oonniotlon by olocklng TCK. The tilt date I1 tranlferred In parallel to the system
letohel through their 2D Inputl by Ipplylng e pulle to UCK, 8Denning out the Iltoh
date Ii the reverie prooeu: the letoh oontentl ere Ioedld In parallel Into the ihlft
reglltar by pulling DCK. Shifting out other rigliter ¢ontintl Is aooompllahed by
olocking TCK. The data Ii ihlf•ed to the Shift Data Out (800) terminal.
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To Implement the structure of Figure 9, the system latches must be converted
Into two-port latches and a shift register stage must be added for each such latch,
There Is more hardware overhead In this technique than in LSSD: two latches per
system latch for scan-set versus one latch per system latch for LSSD. Both techniques
require the conversion of the system latches Into two-port latches. Scan-set requires
one shift register stage per system latch and each such stage requires the equivalent of
two latches.

Scan-set does have an important advantage compared with the techniques
described above: with scan-set it is possible to gate the latch contents Into the test shift
register during normal system operation. This provides a means for getting a "snap-
shot" of system status. Another important feature of scan-set is the ability to scan
circuit nodes other than latch outputs into the test shift register, Thus, It has the ability
to Introduce observation test points at non-latch nodes,

All of the previously discussed scan-path techniques use a shift register to
convert between serial and parallel data. Serialization of parallel data can also be done
with a multiplexer, A circuit structure with a multiplexer, which Is used to scan out the
system latches, Is shown In Figure 10. Use of more than one scan-ott point Increases
the speed of scanning and also Increases the number of I/0 connections required, One
possibility for avoiding this Increase Is to place multiplexers on output pins to permit
some of the output pins to be used both for system output and for scanning out test
data.

With a multiplexer scan structure, nodes other than latch outputs can be
accessed, The scanning operation can take place while the system Is operating,
Complete scan out of all scan points Is simplest If the scan data address register
can be configured as a counter that steps through all addresses when clocked.

This multiplexer structure improves the observability of a design, but does
nothing for the controllability. Setting of the system latches can be accomplished
with a demultIplexer. The use of a demultiplexer for setting the system latches and
a multiplexer for scan out forms the basis for the random access structure.

4.1.4 Random Access Scan

The principles of multiplexing and demultiplexing can be used to
implement a scan technique for latch-based systems, A simplified version of the
latch design used Is shown in Figure 11. This Is called an addressable latch, Inputs
1D(Y1) and CI(CK) are used during normal system operation,
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In order to access Latch I for test purposes, the signal "select I" must be
set to one. With "Select I" equals one, the latch content is placed on SDO (I) and
SDI Is clocked Into the latch If TCK Is pulsed. The structure of a system using these
latches Is shown In Figure 12.

There Is associated with the circuit an address register whose contents
are decoded to produce the "Select I" signals, At most, one of these signals Is equal
to one at a given time, Data are scanned into the latches by placing the latch I data
value on SDI, the I address In the address register, and then pulsing TCK, The
address register is Implemented as a counter. Thus, a sequence of data can be
scanned into the latches by placing the sequence on SDI and pulsing the address
register counter and TCK in the proper time relationship.

The latch contents are scanned out via SDO by pulsing the address
register to select the latches in turn, An Important feature of this structure Is the
ability to scan out the latches during normal system operation,

Actual Implementations of this technique using addressable latches have
two or three select signals per latch. These signals are decoded at each latch using
the circuit shown In FIgure 13 for the case of two select signals, Somewhat more
complex latches are used In the ectual systems In order to take advantage of the
Emitter-Coupled Logic (ECL) technology and minimize the penalties due to
add ressabillty.

A number of different methods for providing circuitry that allow access to
Internal nodes through a very small number of test pins have been presented.

Some of the different characteristics, such as the use of latches or flip-
flops, occur because of features of the system being designed. Other
characteristics, such as the use of a test clock or a level test signal, are design
decisions that depend on many factors, includlng the chip technology, the
experience of the designer, the relative cost of Interconnect and logic, the level of
fault coverage and diagnosis desired, etc, There does not exist a single scan-path
technique that Is best for all applications, This section Introduced tl'h various
approaches that are used to help the designer make an informed choice of which
scan-path technique, If any, Is best for his application,
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4.1.5 Scan and the TM Bus

As can be seen from an examination of the TM bus specification In
Section 7, this bus has been carefully selected by the VHSIC Phase 2 Contractors
to be compatible with both the scan design approach and the signature analysis
approach of Implementing testability. For those contractors preferring scan design,
there Is a virtual one to one correspondence between the functions of the four bus
lines and the four lines (maximum) generally required by scan design. Thus, It Is
recommended that any producer desiring to utilize scan design follow closely the
specification of Section 7.

4.1.6 Boundary Scan

The scan-path techniques described In the previous sections Improve
testability by increasing controllability and observability through better Internal
access and by eliminating the necessity of sequential circuit test pattern generation.
The technique described In this section Improves testability by reducing the
requirements placed on the physical test equipment,

The general i/0 scan-path structure Is shown in Figure 14. The system
latches are Implemented In an LSSD-type design so that they form a scan path,
called internal scan path, or ring, for test purposes. In addition, a pair of scan-path
latches are Introduced for each I/0 bounding pad. These 10 latches are cornfigured
as another LSSD-type scan path, called external scan path, or ring,

The test procedure Is very similar to that described In the LSSD structures
section. The necessary modificaic-is are that the Xi values are scanned In via the
SDI pin. The DMUX control must be set to direct its Inputs to the external ring.

The Z outputs from the combinational logic must be clocked Into the
external ring latches that are then shifted out via the SDO pin.

The presence of the external scan path allows a chip to be tested through
a small number of probe pins: seven control pins plus two pins for power and
ground. Another feature Is that this structure can easily be modified for use in a
built-in self-test configuration.

4.1.7 Applicability to Design Levels

Scan techniques are appropriate for use at the component level, Both
VHSIC and non-VHSIC chips are currently available with this powerful feature,
Scan
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FIGURE 14. GENERAL STRUCTURE CIRCUIT USING SCAN
LATCHES ON INPUT/OUTPUT PINS

Is also a very powerful tool for use at the board or module level. Boundary scan has
the promise of being applicable at the box or subsystem level and at the system
level Itself. Although Its use at these higher levels Is In a formative state, boundary
scan could play a key role In the Increased BIT capability necessary for a s•'ccessful
Implementation of two-level maintenance,

4.2 Signature Analysis

Normally speaking, signature analysis Is a technique of compressing the
sequential digital values of a signal to be evaluated Into a smaller number of bits
called a signature. In this section, signature analysis is defined broadly as a
technique which utilizes one or more Linear Feedback Shift Registers (LFSR) to
generate pseudo-random stimuli and one or more LFSR to compress resultant
patterns and compare same against stored known-good results. Positive aspects
are the small amount of circuitry required, the advantages of an at-speed test, and
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the elimination of the process of obtaining logically derived test vectors. Negative
aspects are possible aliasing problems and reduced fault coverage In certain test
situations.

Techniques for data compression and for embedding the signature
analysis technique in a module are described in the paragraphs to follow. For
purposes of addressing the complete problem associated with testing, this
discussion is aimed at the task of Incorporating self test into the module. Depending
on the maintenance concept and Its Implementation strategy, some or all of the
components described may be designed into other modules or embedded In
external automatic test equipment. The available techniques, if not their relative
advantages, will be the same.

4.2.1 Stimullum Generation

Designing a module to provide full self-test capability requires that both
stimulus and response evaluation be provided on the module, Each function must
be Implemented by selecting and adapting elements from among the available
techniques, These techniques are described below In separate paragraphs.

The underlying concept of signature analysis Is that of the "toggling line"
(a logic node that changes from one logic state to another). Only a limited amount
of Information can be derived from a logic node that never changes state during a
particular test sequence. It doesn't get "exercised." This applies to nodes on
modules as well as the logic nodes Internal to a package (IC). On the other hand, If
a node actively changes state in a proper manner at the correct time for that circuit,
valid Information and confidence result. In fact, It often statistically doesn't matter
very much "what" caused It to toggle or wiggle for It to provide useful diagnostic
Information. However, a "truth table" exercise on the components is generally more
exhaustive and will catch a greater number of failures.

The signal that causes the node to toggle is the "stimulus." In self test,
the stimulus Is supplied by the product Itself. By doing this, a controlled environment
can be created wherein selected circuit portions can be tested Independently of
others. Additionally, synchronization and measurement Intervals for the signature
generator must be controlled. In microprocessor systems, the stimulus needs to be
nothing more than a program (generally In ROM) that exercises the rest of the
system. Taking advantage of the data manipulative capabllitles of microprocessors,
generating good stimulus patterns that exercise Individual devices in tha module Is
sometimes not difficult, It Is often true that the more complex the system, the
greater the benefit derived from using signature analvsis

For modules which do not contain microprocessors, it is still possible to
store test patterns on a ROM and to apply them as stimulus to the remainder of the
circuitry. The outputs of the ROM could be multiplexed with the inputs and stimulus
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test points in a manner illustrated in Figure 15, This arrangement permits any
specific inputs to be accommodated on a module and to be used to generate self.
test stimuli,

MODULE INPUTS

AND ------ CIRCLE INPUTS

PACKAGE OUTPUTS . .. UX AND
•- PACKAGE INPUTS

ADDRESS TEST ZI
COUNTER RtM

CILK RESET SL

FIGURE 15. TEST ROM STIMULUS

A major disadvantage of saving self-test patterns on ROM is that the
number of packages (ICs) which must be devoted to test stimulus Is large. This
number Is as sensitive to the number of points to which stimuli must be sent as to
anything else. Typical ROMs provide 8-pin or 16-pin outputs. Thus, as more points
are required, more packages are needed, One alternative is to distribute the ROM
outputs to multiple points. Multiplexing or shifting of the ROM outputs can be
accomplished by various methods. Each such approach limits the stimulus either as
to the number of stimulus test points which can change status in a test sequence or
as to the rate at which the test can be carried out.

Another method of generating stimuli is to use a binay counter to apply all
2 to the nth input combinations to the (combinational) circuit being tested. This is
called exhaustive testing.
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Exhaustive testing provides a thorough test, but can require a prohibitively
long test time for circuits with 20 or more inputs. It is possible to reduce the test
time to a practical value while retaining many of the advantages of exhaustive
testing, The method Is to apply all possible Inputs to portions of the circuit under
test rather than to the entire circuit. The simplest approach Is applicable to circuits
in which none of the outputs depends on all of the Inputs,

Most combinational networks have more than one output. In many cases
each of the outputs depends on only a subset of the Inputs. For example, the parity
generator network of the TI SN54/74LS630 has 23 Inputs and six output functions,
but each output depends on only 10 of the Inputs, It may not be practical to
exhaustively test the outputs by applying all combinations of the network inputs.
However, It may be possible to exhaustively test each output by applying all
combinations of only those Inputs on which the output depends. For the
SN74LS630, each output can be exhaustively tested with 2 to the tenth u 1024 Input
patterns, and all six outputs can be tested one after another with (6)(1024) W 6144
patterns. In fact, for this circuit It Is possible, by an appropriate choice of Input
patterns, to apply all possible Input combinations to each output concurrently rather
than serially. Thus, with only 1024 rather than (6)(1024) test patterns, each output
can be tested exhaustively,

This method of reducing the number of stimulus test steps required for
exhaustive testing may not be applicable or may still result In a test too long to be
practical. Another method Is required for these cases. That method is to use
stimulus test points to partition the circuit In several ways. In each partitioning, each
output point depends on only some Input points, Thus, for each partitioning the total
number of steps required to test the circuit Is significantly reduced. More than one
partitioning may be required to test all the gates and gate Inputs.

Most modern circuitry Is not combinational, Thus, the exhaustive method
of testing Is not applicable. In these cases, stimulus test points can be divided
between ROMS for driving sequential circuits and counters for exhaustively testing
the combinatorial portions. This approach may also require the addition of gates to
separate and decouple sequential circuits from combinationalcircults.

Stimuli may be generated randomly rather exhaustively. For methods
which use this approach, the word random Is really a misnomer. The stimuli
sequence Is always the same and can be described by some generating function, It
Is called random because the generating function Is so complex that no pattern Is
apparent. Such patterns are often called pseudorandom.

The most common hardware approach for generating pseudorandom
patterns Is based on a simple circuit called an autonomous LFSR. An LFSR is a
series connection of delay elements (D flip-flops) with no external inputs and with all
feedback provided by means of exclusive-or gates (XORs). A four-stage LFSR Is
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shown In the top portion of Figure 16 and the general standard form of LFSR is
shown in the bottom portion of Figure 16. The symbol hi in Figure 18 Indicates the
possible presence of a feedback connection from the output of each stage. If h,
1, there Is feedback from stage I; and if hi = 0, the stage I output Is not connected to
the XOR feedback network. The LFSR can be specified by just listing the values of
the hi or by specifying the generating function as shown in Figure 16.

Another possible realization of an LFSR, called a "modular realization," Is
shown in Figure 17. There are as many XOR gates in the modular realization as
there are feedback taps in the standard circuit. The gates are placed In the
"reverse' positions from the locations of the feedback taps. If in the standard LFSR
there are m "taps" (inputs to the XOR network generating the feedback signal), m. 1
two-Input XOR gates are required If an Iterative structure Is used to realize the XOR
network, This Is the minimum gate realization, It is slower than a tree network,
which also requires m - I gates, but has a delay of log m gate propagations rather
than m- 1 gate delays. The modular circuit also requires m - I XOR gates. It has a
delay of only one gate propagation, For circuits with more than two feedback
signals, faster operation always results with the modular rather than the standard
LFSR.

The sequence of states for the LFSR of Figure 16 Is shown in Table 2.
Note that the sequence repeats after 15 (2 to the 4th - 1) clocks, This is the
maximum period for a four-stage LFSR; the all-zero state of the register cannot
occur in the maximum-length cycle since an all-zero state always has a next state
that Is also all zeros due to the use of XORs to form the feedback signal. In general,
the maximum period for an n-stage LFSR Is 2 to the nth - 1. There are maximum-
length realizations for all values of n. The generating function corresponding to a
maximum-length LFSR is called a primitive polynomial, Tables of primitive
polynomials can be found. They have fixed lengths or periods.

One period of the output sequence produced by the LFSR of Figure 16 is:

(0001 1 1 10101 1001)

The five-stage LFSR with feedback connections given by H - (100101)
has the following output sequence:

(1111100011 011101010000100101100)
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TABLE 2

STATE SEQUENCE FOR FIGURE 16

State Qi Q2 Q3 Q4

0 1 0 0 0
1 1 1 0 0
2 1 1 1 0
3 1 1 1 1
4 0 1 1 1
5 1 0 1 1
6 0 1 0 1
7 1 0 1 0
8 1 1 0 1
9 0 1 1 0

10 0 0 1 1
11 1 0 0 1
12 0 1 0 0
13 0 0 1 0
14 0 0 0 1
15"Q 1 0 0 0

4.2.2 Signature Development

A technique for generating signatures Is based on an LFSR In which
exclusive-or gates are used to control the feedback. To many people, this
technique Is synonymous with signature analysis. Accordingly, the compression
code generated by this technique Is simply called the "slgnsture.' An example of a
four-stage LFSR circuit Is shown in Figure 18, In that figure, outputs of some of the
flip-flops provide feedback. One such flip-flop Is the first one (FF1) and one Is the
last one (FF4). Other configurations of feedback can be selected as well as other
flip.flop counts,

Two well known versions are 16 stages long. These are the 16-bit Cyclic
Redundancy Check (CRC-16) in which the outputs of flip-flops 2, 15, and 16 are fed
back to the input, and the Synchronous Data Link Control (SDLC) code In which the
outputs of flip.flops 5, 12, and 16 are fed back to the Input. Another version, which
Is used by Hewlett-Packard, feeds the outputs of flip-flops 7. 9, 12, and 16 back to
the Input.
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FIGURE 18, FOUR-STAGE LINrAR-FEED-BACK SHIFT REGISTER

Like signatures selected for the parity techniques, the LFSR technique
divides the possible Input data value sequences Into different sets, The number of
sets depends on how many stages of flip-flops there are. Signatures can be used to
distinguish between any two data value sequences which are In different sets, but
cannot be used to distinguish between data value sequences In the same set.
Different feedbacks will result In sets with different related characteristics, Both the
CRC-16 and SDLC codes have sets with the property that every data value
sequence In a given set will have the same parity, The code selected by Hewlett-
Packard does not.

The LFSR techniques can be adapted for use with multiple Input data
streams. Such an approach could be used to reduce the data from several test
points to one value which can be used for module screening. It can also support
fault Isolation to the component level by reducing the date value sequences from ell
the outputs of a package to one signature for each module. In effect, one signature
Is provided to check each package. The basic circuit, called a multiple-input LFSR,
is shown In Figure 19.
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FIGURE 19. A FOUR STAGE MULTIPLE-INPUT LFSR

Care should be taken In how errors will propagate onto the Input lines of
multiple-Input LFSRa because a failure on one input followed by a failure at the next
clock on the Input entering the next stage flip-flop will exactly cancel out and result In
an erroneous Indication that the circuit Is correct. This type of flaw can be
ameliorated by providing inputs only to non-adjacent flip-flops or eliminated by
separating Inputs with flip-flops that output to feedback taps.

Use of signature analysis to support built-in self-test of modules can only
be accomplished If the circuit to which It Is to be applied has several testability
properties, Among those properties are:

o The data changes at all measurement points must be synchronous with
one Clock line.

o There must be no feedback loops or there must be methods of breaking
feedback loops for testing.
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o It must be possible to Isolate the circuit from all Input circuits for
purposes of testing,

o There must be a method of forcing the circuit to a known state at the
beginning of a test stimulus sequence.

o There must be a known value at every measurement point for each
clock time during the test stimulus sequence. Particular concern must
be shown for floating bidirectional lines.

o There must be methods of disconnecting buses onto which the outputs
of several packages are put, The disconnections must be at enough
points so that the fault isolation ambiguity group size requirements are
met. If this bus also serves for data or control input to the packages,
each separated segment must be provided with stimulus data.

4.2.3 Signature Analysis and the TM Bus

Signature analysis can be used to provide self test for a module and to
permit fault Isolation to the component level under control of an on-line
microprocessor or an external ATE. This capability can only be provided by making
a large amount of information available at an edge connector and providing a
significant amount of control for developing that Information, The TM bus Is an
effective and natural way of meeting these needs without using a large number of
Input/output lines.

Depending on the system requirements and the module capabilities,
evaluation of signatures may take place on the module or it may be done outside of
the module. For purposes of simplicity, the case where signature evaluation Is done
outside the module (either by a system microprocessor or by an ATE) Is described,
The circuit components needed for this case are shown In Figure 20,

In Figure 20 there is no requirement for an embedded microprocessor
controller, Such a component Is not precluded and if it Is available, it can be put
botween the TM BUS CONTROL circuitry and the other self-test circuitry to expand
and automate the testing services provided.
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FIGURE 20. EXAMPLE USE OF SIGNATURE ANALYSIS WITH TM BUS

The TM BUS CONTROL clircultry Is the central control element for self-
test capabilities when there Is no embedded microprocessor. In this role, Its
function Is to accept test commands from the TM bus and Implement them through
the self-test circuitry. There are only three types of commands which are necessary:

o Transfer data to the stimulus test points

o Run the self-test stimulus

o Collect and return the generated signatures over the TM bus

In Figure 20, the stimulus test point control circuitry and stimulus
generation circuitry are shown as separate functions. One of them, the stimulus test
point control, reconfigures the circuit for testing and selects the measurement test
point whose signature Is to be made available for evaluation. The other stimulus
function, the stimulus generation circuitry, consists of ROMs. Binary Counters, and
LFSRs as required to generate a stimulus signal.
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The stimulus control block is described in Figure 20 as being serial to
parallel shift registers. It is not mandatory that this technique be used to accomplish
the function of setting the values of stimulus test points, But the technique does
offer advantages in thli sltua.tion. One advantage is that the data to be entered can
be sent directly (through a buffer) from the TM BUS MASTER DATA line into the
shift register, This reduces the amount of processing required of the TM BUS
CONTROL circuitry, Another reason Is that this method requires fewer
Intercornections within the module than would be required by dernultiplexing and
decoding tochniques This may reduce the board area requlremeoots of the test
circuitry. A final adv,. tage Is that some of the serial to paral:el shift registers may
be Incorporated within semi-custom or custom packages (10s) without requiring a
large number of package Input/output pins,

The stimulus generation circuitry needs to be treated differently, It must
generate a sequence of test steps which will expose any faults that exist at one of
the test measurement points, One or more of the approaches described In
paragraph 4,2.1 would be used (I.e. ROM sequences, binary counters or LFSRs), It
must operate dynamically along with a synchronizing clock and provide start and
stop signals for the signature generation circuit.

Only one signature generfutoe is shown In Figure 20, More signal
generators could be used or a multiple Input signal generator could be used, The
approach depicted utilizes a multiplexer and requires the mininum amount of
circuitry for testing. It will support as many test points as may be needed, In any
case, only one or possibly a few signatures can be developed for each stimulus test
sequence, This data Is made available to the TM.BUS CONTROL circuitry to
transmit to the test control microprocessor or ATE,

External to Figure 20, but Important to the overall approach, Is a
microprocessor or ATE which controls the utilization of the teat circuitry embedded In
the module. It must control the module resident test circuitry to set it for testing, run
a stimulus test, and collect the resultant signatures, It must also determine which
signatures to collect and must evaluate those signatures, Finally, it must
communicate the overall results to whoever Is responsible for tebt and maintenance,

4.2.4 Applicability to Design Levels

Signature analysis techniques are currently available in various VHSIC
chips, This technique Is also appropriate at the board or module level. It has been
successfully employed In this role for many years, Applications at higher levels are
theoretically possible but a review of current literature hea u.ncovered little.
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4.3 Wraparound Techniques

4.3.1 General

The wraparound technique has become a standard in the testing of
microprocessor based systems. The system to be tested can consist of a single
microprocessor based board or a system made up of many such boards. The start
of the test consists of determining whether or not the core of the microprocessor
based system Is operational. This might be done in some Instances through the use
of hardware redundancy. As the tested core Is found to be operational, the process
expands further out through the logic, continually building upon the operational core,
A failure at any point must provide sufficient data for diagnosis. As the tested core
expands, a transition to other test resources occurs.

At the very heart of the core, hardware techniques are used. As the
operational core builds, firmware becomes the medium. As the growth builds
further, software In the semiconductor memory of the system would become the
med ."n. After It is determined to be operational, the move would be out Into some
type f bulk storage medium. The idea Is to transition as quickly as possible along
this route because as the move transitions from hardware to firmware to software,
the cnat of the test function is reduced.

A typical microprocessor based system is depicted In Figure 21. The
system consists of a microprocessor, an address bus, a data bus, Read Only
Memory (ROM) associated with operational software, and Random-Access Memory
(RAM) which is provided for user software, There Is normally a programmable
Inter' Ace assembly associated with data coming out the microprocessor system.
Signals coming out of the microprocessor pass through this interface assembly,
through circuitry associated with these outputs, and out to the operational circuitry.
The signals coming back from the operational circuitry come through Input lines and
through other Programmable Interface Assemblies (PIA) back into the
microprocessor system. As mentioned, the operational circuitry might be self
contained on the board housing the microprocessor itself, or It may be on one or
more additional boards In the system.

4.3.2 Core, ROM, RAM Testing

The core test would begin by performing some very rudimentary routines
with the microprocessor. For example, data may bo moved from one register to
another, A simple "ADD" routine might be performed where two numbers are
summed and compared against known-good results stored in ROM. After this core
capability is validated, the next step would be to move onto the testing of read only
memories, A simple test which can be used to ascertain whether or not the ROM is
operating correctly would be a checksum. This procedure can be done by the
microprocessor Itself and requires little, If any, additional circuitry for the test
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purpose. However, there is the possibility of compensating errors with the
checksum technique. A more elaborate test might be a Cyclic Redundancy Check
(CRC). This type of check ;s time-dependent and will weed out that class of errors.
However, It takes additional hardware to perform this particular function, Therefore,
a trade-off rmust be performed to ascertain whether or not the additional hardware Is
worthwhile In order to catch time -dependent type faults.

After the microprocessor core Is doemed operational and the ROM checks
have been done, checks on the system RAM can be initiated, There are standard
patterns that have become available throughout Industry known as GalPats or
galloping patterns, walking ones and walking zeros, checkerboards, Inverted
checkerboards, and other standard tests of this type. The process Is to write to
memory and then to read this data back to determine whether or not the memory
functioned correctly. Again, this can be done on a software basis or It can be done
with hardware. A software-based test Is necessarily slower because the
microprocessor Is In the loop. A hardware-based test can be much faster because It
can run at tho speed at which the memory can cycle, without being constrained by
.oe Instruction time of the microprocessor. Again, a trade-off Is necessary. If speed
,s of the essence, then one must pay for the hardware to do the faster tests. If the
hardware penalty is too much to pay, then the software-based test would be a good
alternative, although It will take longer to perfonrm.

MICROPROCESSO

ADDRESS eUS

DATA BUS

PIA RMRAM PIA

IF1 I I"' .CIRCUITRY ASSOCIATED CIRCUITRY ASSOCIATED

OUTPUT LINESINULNE

see

FIGURE 21. TYPICAL MICROPROCESSOR-BASED SYSTEM
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4.3.3 Prooesor Controlled Gating

At this point in time, if the microprocessor core is deemed to be
operational and the ROM and RAM are operational, a very powerful core of test
capability exists. The next step Is to check the remainder of the circuitry, which
might be only a relatively small amount on a single board on which the
microprocessor Is contained, or It might be a larger system consisting of many
boards. To do this, a closed-loop system must be created so that stimulus test
vectors stored In an area of ROM can be used by the system microprocessor to
drive out through the Interface assembly and the circuitry associated with output
lines to stimulate the rest of the operational circuitry. Processor controlled gating
must be Included In the system in order to take that data and wrap It around so that
a closed loop can be created (refer to Figure 22), This allows the resultant test
vectors to come back through the circuitry associated with output lines so that the
microprocessor can effect a comparison against known-good test vectors also
stored In ROM. The basic idea of this particular test philosophy would be to drive
out the stimulus test vectors, toggle the various nodes In the operational circuitry
looking for the classical stuck at one and stuck at zero faults, and to wrap these
vectors around so that they find their way back to be compared by the
microprocessor against stored known-good resultant test vectors, If each one of
those closed loops Is Indeed operational, onc and only one known-good vector can
be the result In each Instance.

This type of built-in test or self test Is a very, very powerful technique and
has become a standard In the Industry. A relatively small amount of test-oriented
ROM need be Included In a system for test purposes. Estimates on the processor
control gating range from 5 to 15 percent of the available real estate In order to
effect the wrap around. Of course, It all depends on an operational core. In
summary, the technique Is to first ascertain whether or not the operational core Is
working, then to check key Items such as system ROM and RAM, and then after
having ascertained whether or not that operational core Is functioning correctly, to
use that operational core as essentially a tester to check the remainder of the
circuitry In the system.

This, of course, Is a non-real-time type of test. When It Is being
conducted, the system Is not performing Its system purpose. It Is not a concurrent
or real-time test, nor does It deal with the analog testing problem, It Is essentially a
digital technique. There Is always the necessity of a trade-off between how much of
the testing Is done with hardware dedicated to that purpose (e,g., the CRC or the
GalPat generators and monitors) and how much I, software-based. In a more
software Intensive test, the duration Is longer If It Is r•oftw.re.absed, however, there
is much less of a penalty from a hardware standpoint, The generation of the test
vectors for the checking of the operational hardware must be derived via standard
techniques. Such techniques Include digital logic simulators, automatic test pattern
generators, and the like. However, this is a one-time development and much of the
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FIGURE 22. TEST DATA WRAPAROUND

software may already be available via the operational system needs, Therefore, the

cost associated with It should not be overly severe.

4.3.4 Applicability to Design Levels

The wrap-around technique Is appropriate at the board/module or
subsystem level. As long as a microprocessor or microprocessors affect a given
amount of circuitry, the technique Is valid whether the said circuitry Is physically on
a single board/mou Jle or on many boards/modules (i.e., a subsystem).

4.4 Analog Techniques

4.4.1 General

Many electronic systems combine analog and digital circuitry, The analog
portion of these systems may range from the DC to Radio Frequency (RF) and
microwave mixing and signal down conversion. Mechanical or environmental
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signals (e.g., temperature monitors, Infrared sensors, etc.) may also be included. In
general, analog fault types and symptoms may be more complex than their digital
counterparts. Although faults can be modeled as simple shorts or opens, the
impact of some analog shorts or opens may be marginal and may not cause a
noticeable degradation of operational performance under normal conditions, This
contrasts with digital circuitry where, with enough patterns, a fault will eventually
propagate to cause a clearly incorrect output, Analog signals may have an Infinite
number of values within a given range, while digital signals have a finite set of
values for each given node at each point in time.

The major difficulty In testing analog circuits is not the number of variables
that need to be tested, but the variation in signal parameters. Digital signals have a
set clock frequency and set voltage levels where analog signals may constantly vary
In frequency levels and may consist of multiple complex signals modulated onto a
carrier. Failure modes causing marginal out.of-tolerance conditions may not be
detected because subsequent stages may filter, compensate or mask this condition.
With a different input signal (eg., weaker but still within specification), the fault may
have a much greater impact on the output signal quality, The Impact of a failing
component may not be detected until one or more stages after the actual fault, This
leads to difficult isolation with the risk of the fault being perceived as a false alarm,

As BIT detection requirements approach 100 percent of all possible faults,
BIT test thresholds must be set closer to the operational limits of a parameter In
order to observe subtle, second-order faults. This increases the probability that the
BIT may indicate a fault due to transient noise or to measurement error when, in
fact, no actual fault exists. Thus, Increased BIT coverage cart lead to Increased
false alarm rates. Current applications indicate the future of analog testability as a
merging of digital overhead with well-partitioned analog functions.

Virtually all of the techniques previously discussed (such as scan
techniques, signature analysis, wrap around, etc.,) are Inherently digital in nature.
None has any real applicability In the analog world. As much as the use of digital
circuitry has continued to expand, there Is probably some 15 to 25 percent of the
circuitry that Is still In the analog domain.

4.4.2 Active Versus Passive

Analog techniques can be either active or passive in nature. Active
stimulus injection is a more thorough test, in general, because a higher fault
coverage can generally be achieved with the Injection of active stimuli. However,
passive monitoring has the advantages of being less complex in nature and,
therefore, less costly and less interfering. The interference factor refers to the
situation that If the test circuitry has the ability to actively inject stimuli during a test
sequence, there Is always the chance that the test stimuli can be Inadvertently
Injected during system operation, This would, of course, be very Interfering In
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nature, The trade-off between active stimulus injection and passive monitoring Is
essentially a trade-off that depends upon how much test hardware can be
accommodated and what degree of fault coverage is necessary for that particular
system.

4.4.3 Conversion to Digital Format

Today most analog circuitry Is not found In a stand-alone configuration,
Much of It Is found in so called "hybrid" circuits where there are both analog and
digital circuitry, In this case, It Is very helpful In most Instances to convert the analog
signals to a digital form as quickly as possible. This Is because there Is a very large
probability that there is a microprocessor In the digital part of the circuitry which Is
being utilized to effectively handle the digital test requirements. By taking the
analog circuitry and converting Its Information Into a digital format, all signal
processing can be done In a digital mode, Therefore, the same microprocessor can
be used to set limits, modify limits, and therefore cause the analog circuitry to be
accommodated In much the same flexible fashion as the digital. It also contributes
to the Intelligent BITconcept where, If a failure occurs, the microprocessor can
ascertain that fact and return to test the suspected part of the circuitry a number of
times. This cyclic concept Is used to ascertain whether the failure was merely a
transient or whether it was Indeed a hard failure. In short, the analog approach most
often recommended Is to convert such signals to the digital format as quickly as
possible. This allows limits to be set and modified under control of the digital self-
test or built-In test circuitry, It also allows all of the data, whether It be analog or
digital, to be processed in the same fashion. This approach supports the overall
concept of Intelligent BIT.

4.4.4 Applicability to Design Levels

The analog techniques discussed are approprlato at various levels from
the board/module upward. Little analog capability exists at the component level.
Most of the industry effort to date has been In the digital arena; much remains to be
accomplished In the analog.

4.5 Concurrent Techniques

4.5.1 General

All of the techniques discussed heretofore cannot be considered as
concurrent In nature. For example, when scan design, signature analysis, or wrap-
around techniques are being employed, the prime system function cannot be
simultaneously executed. These types of tests can only be done In non-real time
when the system Is not doing Its prime purpose. These techniques are also digital In
nature and do not deal effectively with analog circuitry. Another common built-in test
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technique Injects a known signal into the operational circuitry and compares the
eventual result to a known-good result,

In summary, when dealing with concurrent testing or with analog circuitry,
most of the previous techniques are not applicable. Concurrent testing can be
either passive or active In nature. A passive approach would merely use monitoring
circuits to ascertain whether or not the correct signal was present at various stages.
An active circuit would require an injection of a stimulus and then a subsequent
measurement. The latter would be done on a time-shared basis, so as not to
interfere with concurrent system operation,

There are various techniques which are concurrent In nature and have
been used In industry for many years, Parity Is such a technique. Parity can be
used to ascertain whether or not a bit has been dropped in the transmission of a
code or whether a bit has been Injected due perhaps to noise. Parity Is Indeed a
concurrent type test. Residue codes are another example of on-line or concurrent
testing. Residue coding uses duplicate circuitry of a much simpler design to do a
concurrent operation so that a check can be made on the residue of the signals In
question (Refer to Figure 23), This allows a concurrent check with a high degree of
confidence. If the secondary circuit determines something Is wrong, there is a good
chance the primary circuit has Indeed malfunctioned.

Other eximples of concurrent testing include the M out of 2M code where
each 2M bit code must have exactly M logic one bits. This technique requires a
specific number of ones to be used in each code word. This results In some of the
codes being valid and some invalid, so that dropped bits or extra bits Injected by
noise can be detected, One negative aspect is that many normally valid codes are
no longer usable, For example, In a 3 out of 6 code, you would normally have 2 to
the 6th power or 64 legal combinations. With this particular approach there are only
20 legal combinations.

Other concurrent techniques Include the use of a watchdog timer which
closes the loop In signals that are transmitted between a control system and any of
Its peripheral devices lRefer to Figure 24). In other words, when Information is sent
from the CPU to a periphoral or visa versa, a free running counter Is Initiated, If the
receipt of signal Is not acknowledged at the receiving end within a certain amount of
time, an interrupt Is generated which informs the operator that the closed loop has
been broken.

There are many additional codes that are of the fault-tolerant category.
There are many error correcting and error detecting codes that are used within
industry. The Hamming code Is a good example of one which Is covered
extensively In the literature. Such codes allow continued correct operation in the
presence of solid faults and during transient disturbances, The pgnalty Is that
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additional hardware Is necessary in order to provide this error detecting and
correcting capability.

It Is very difficult to do concurrent testing without the presence of test
circuitry In the operational system. If It Is an airborne system, for example, the test
circuitry must be small and lightweight and yet very powerful. To date, having test
capability that Is small enough, light enough, and yet powerful enough to do
concurrent testing has been extremely difficult, Today there are new techniques
which can make this possible.

Standard architectures have been developed that can then be made
much smaller and much lighter via the use of ASIO tochnology. The key Is to come
up with standard channels of test electronics so that once this reduction in size is
affected, It can merely be replicated for however much capability Is necessary. One

4.5.2 Pauf.Tolant Deign

4.5.2.1 Geneal

For a circuit to be fault tolerant, it must Implement some technique for
Identifying faults and provide some method of generating the correct results despite
any faults which have been identified. These design elements are part of fault.
tolerant designs at every level of a system including circuits within custom or semi-
custom packages (ICs), circuits contained within a module, and circuits implemented
on several modules within a system or subsystem.

(FIGURE 26 HAS BEEN WITHDRAWN)
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Because fault tolerance utilizes techniques for Identifying faults, it Is a
proper concern of the testability discipline. However, there Is a difference in
emphasis - a majority of the techniques implemented for the testability discipline
have traditionally been for off-line test and on-line test during periods when the
system Is not being used, while the majority of the techniques Implemented for fault-
tolerant design are for use during the mission Itself. These techniques must be
active and effective during tn* mission.

In addition to the Identification of faults, fault-tolerant designs must provide
some method of generating the correct result despite the fault. There are three
basic methods:

o Provide redundant circuitry

o Provide partially redundant circuitry

o Provide a method of retrying the affected task (for non permanent
faults).

When complete redundancy Is provided, the circuitry will take the form
illustrated In Figure 26 or If the fault Identification process Is based on a "voting"
arrangement, It will take the form Illustrated In Figure 27.

In Figure 26, the selection of which output to use Is based on the output of
the fault Identification circuit. This circuit could be placed between the primary
circuit and the multiplexer. In that case, It could return processing to the primary
circuit if the failure proves transitory. In most cases, the Initial failure would make
the primary circuit suspect and using the secondary circuit would be preferred. The
advantage of the placement of the fault Identification circuit shown in Figure 26 Is
that it can be used to Identify the existence of failures In both the primary and
secondary circuits. To do this, it must use the fact that a primary circuit failure is
remembered for controlling the multiplexer. Thus, all the Information Is available
to determine whether a new failure Invalidates the last redundant circuit.

In Figure 27, the fault redundancy Is controlled by voting circuits. These
circuits In effect compare signals and select the ones which match. The comparison
process therefore must yield status Information necessary for later repair.

One form of partial redundancy of a circuit Is to provide complete
redundancy to subsets of that circuit. This form of partial redundancy may be
selected to make use of the fact that Identification of failures Is easier for the subset.

Partial redundancy could also be used to make the circuit more fault
tolerant. The approach for doing this Is shown In Figure 28. The top diagram of that
figure shows a circuit not using partial redundancy. Any of the pairs of failures
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FIGURE 26. &DAMPLE OF TWO FAULT-TOLET CIROUIT ARCHr fTMI'

X1-X2, X1-Y2, Y1-X2, Y1-Y2 will cause the complete circuit to fall. In the bottom
diagram, only the pairs of failures X1-X2 or Y1-Y2 will cause a complete circuit
failure. The result Is that more faults are tolerated.

A disadvantage of the partial redundancy approach Is that an additional
multiplexer (MUX) and Fault Isolation (FI) circuit Is required, The reliability of

these Items must be taken Into account in selecting the overall design approach.

Another form of partial redundancy Is the circuitry used to support Error
Correcting Code (ECO) strategies. This type of partial redundancy Is primarily
restricted to data transmission and data storage/retrieval circuits, In most such
cases, the failures being addressed are "soft." That is, they are produced by
random conditions such as noise, radiation, eto., on the circuits or transmission lines
Involved. Thus, a failure is not in and of Itself a reason for circuit repair. However, It
Is possible for the data from one memory bit to be permanently low. The circuitry
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sensing and correcting the errors may compensate for the failure during a mission
(circuit Is fault tolerant), but It will be necessary to Identify the condition for future
repair. The simplest solution Is to use a binary counter to record the number of
failures, The count of failures detected divided by time will give a failure detection
rate. A failure detection rate threshold can be used to Identify the existence of
system faults.

Another method of compensating for "soft" failures In data transmission
and data storage retrieval circuitry Is to use checksums, parity codes, or residue
codes to Identify failures and then to retry the operation encompassing the failure,
These approaches were discussed In earlier sections. These methods will not
provide tolerance for "hard" (permanent) failures and will result in performance
degradation for "soft" failures. Thus, they provide only a limited form of fault
tolerance.

4.5.2.2 Use of the TM Sus with Fault-Tolerant CIrcults

A part of each fault-tolerant circuit Is a circuit whinh recoonlzes that there
is a fault and provides a signal which is used to take corrective action. Because the
purpose of fault tolerance Is to permit continuation of a mission In the presence of a
fault, it Is not critical, or even of high priority, that the faliure be made known
Immediately. It Is, however, necessary that the fact be recorded so that the faulty
Item can be replaced or repaired for the next mission. The TM bus Is an excellent
method to meet this need,

Figure 29 provides an example of how these circuits would fit together,
This diagram shows two redundant microprocessors monitored by a watchdog
circuit and the use of ECC for both memory and external data transmission. Thus,
there are three elements of redundancy and fault tolerance. These elements of fault
tolerance are monitored and the results stored in the TM bus controller circuitry for
transmission to on-line or off-line test equipment at the convenience of that
equipment.

The test Information maintained in the TM BUS CONTROL circuitry need
not be single bits of data. For example, the watchdog timer could time-stamp a
failure event, and separate counts could be generated of errors correctable by the
ECC circuitry and errors which were uncorrectable by the ECC circuitry for both the
memory and the communications channel. The TM bus could then accept
commands for transmitting each piece of data as requested to the testing circuitry.

4,4.3 Applicability to Design Levels

Most of the concurrent techniques discussed are appropriate at various
levels from the board/module upward. This Is certainly true of parity, residue codes
and the watchdog timer. Pin electronics is also appropriate for use with both analog
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P 2 IT U

MICROPROCESSOR SYSTEM

andlor digital circuitry at all such levels, Fault-tolerant design is an emerging
technique with applicability at all levels from the Individual component to ain entire
system.

5.0 AULTMUNSOIATION TECHNIQUES

Early in the Conceptual Phase of the acquisition process of a weapon
system, a mailntenance concept Is formulated that will sustain the operational
availalillty requirements. This maintenance concept requires a specifically targeted
design effort that will advance those diagnostic elements that mre outlined in Table I
* Diagnostic Support Activities. Within the realm of fault Isolation to a circuit
component or set of components the task at hand is to gain visibility Into particular
state(s) existing at some predetermined point or node, The physical packaging of

the circuit, the type circuit and the maintenance philosophy will impact the
techniques selected to gain this visibility. The following paragraphs provide an
overview of several techniques that may be employed. All the techniques
addressed depend, to some extent, on the ability to force the circuit Into a specific
state and then provide ai test sequence of stimulus and anticipated response. This
process, called Initialization, must be designed into the circuitry to be examined.
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5.1 Test Points

The discussion of test points will focus on the Incorporation of these points
for the Injection of system stimulus and the performing of associated measurement
to validate ýhe effect on the circuit of that stimulus, or to verify that the circuit Is in a
specific quiescent state.

The placement of measurement test points on a module provides
Information nbout the Internal statue of that module. This Information Is used by
either on-line or off-line external test equipment. It Is particularly useful for fault
isolation In situations where there may otherwise be no way of determining which
component caused the failure. Placement of measurement test points may also be
a part of the test strategy which is used to screen modules. This strategy Is based
on partitionlng, The circuit Is broken into separately tested partitions by stimulus test
points and tho results repd out of the measurement test points.

The key Issues associated with measurement test points are how to place
them to obtain the optimum amount of information and how to protect the circuit
from loads and capacitances added by the test points. These Issues become
particularly critical when there Is both a limited number of edge connectors which
can be used for test points and when the board ares or weight restrictions limit the
amount of circuitry which can be used to multiplex test points to the edge connector.
The following principles have been found to best address these key issues.

Whenever possible, place a test point at the output of each replaceable
Itom. When this cannot be done, it may not be possible to fault Isolate to one
replaceable component because an observed failure can be caused by either of two
components. A simple case where this is true is shown In Figure 30.

Providing visibility through this approach is particularly Important when
several packages make up a shift register, comparator, or parity generator/checker.
The proper placement of test points for these cases are shown in Figure 31.
Another case where test points may be particularly necessary for fault Isolation are
embedded RAMs and ROMs. The placement of test points In these cases is shown
In Figure 32.
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FIGURE 32. ROM/RAM TEST POINTS

Place test points so as to meet fault Isolation ambiguity group size

requirements. If the ambiguity group size Is three components or less, then test

points should be placed at least between every third replaceable component of a

sequential cirouit. An example of this type of placement Is shown In Figure 33. The

fault-isolation ambiguity group size requirement places a minimum test point count

burden on the circuit designer.

Place test points on the controlled side of LED or lamp dlspl.,y circuits.

Placing test points on the uncontrolled side of an LED or lamp provides no

information because It is tied directly to VCC or ground. The use of this principle In

the selection of the proper place to Insert a test point Is demonstrated In Figure 34.

As part of this demonstration, Figure 34 also shows that a test point, TP 1, on the

base of a transistor, driven by a load to VCC, provides little additional Information

and should be removed. That particular test point can not be used to determine

whether the transistor Is operative or not because Its value normally reflects whether

the transistor Is on or off. For the same reason, that test point would not show

whether the Inputs on the other side of the capacitor were faulty or not unless the

capacitor Itself failed - an unlikely event.
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Provide test points to show the status of redundant circuits. Redundant
circuits provide a particular problem for fault Isolation since a failure in them may not
result In degraded or modified performance, This characteristlo makes them
attractive for Increasing the system or subsystem reliability. Such an Improvement,
howevr, Is lost If the failure of the redundant part Is not observed and corrected.
Figure 35 shows an example of how test points could serve this purpose.

Where signals may be sensitive to load or noise, Isolate the test point
from the external edge connector. Test points should not modify the performance of
the circuits to which they are attached. To assure this, heavily loaded or sensitive
circuits should be Isolated from the teot point by resistors or buffers. Examples of
these types of circuits appear in Figures 36 and 37.

Where one-shots must be used, provide test points at their output. The
timing of one-shots Is determined by analog components which do not have the
accuracy of synchronous digital circuitry. Such circuitry Is usually driven by crystal-
controlled clocks. In addition, one-shot timing Is fixed and cannot be altered under
the control of an external test signal as It has only one stable state, rather than two.
This creates a variety of problems In testing logic circuitry that contains one-shots.
The larger the number of one-shots, the more difficult the test problem. Therefore,
one-shots should be avoided wherever possible. If they are used, test points should
be provided at their outputs to allow monitoring of the output pulse duration so that
It can be tested for minimum and maximum duration.

Stimulus test points are primarily used to Isolate circuit partitions from
each other for test purposes, to break feed back loops, and to select test data to be
observable at edge points, In effect, they are used to reconfigure Inherently
untestable circuit elements into forms which can'be tested, Thus, they are often the
key technique used In making a circuit testable.

As with measurement test points, there frequently are limitations Imposed
on the number of stimulus test points. Such limitations are Imposed by the limited
number of edge connector pins available and system requirements which restrict the
total board area or weight. Thus the key stimulus test point Issues are how to
provide the optimum circuit testability with a limited number of test points and how to
do It In a way which does not Impact circuit performance. The following paragraph
addresses the key Issues:
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FIGURE 37. ISOLA11NO THE CIRCUrr FROM A TESWINT WITH A BUFFER

Use stimulus test points to Isolate free-running oscillators from other
circuits. Circuits which cannot be disconnected from free-running oscillators are
almost always difficult to test with off-line ATE. This can be caused by several
factors, Including:

o The test rate required to synchronize the ATE with the oscillator may
be higher than the ATE capability.

o The beginning of a test sequence may not be synchronizable with a
known circuit state.

o The ATE may require an Indeterminate amount of set-up time between
segments of a test sequence with the result that the circuit state at the
start of the next segment cannot be determined.
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For all these reasons, It Is Important to disconnect the free-running
oscillator from the remaining circuits and to provide a method of controlling the
actual clock signals with stimulus test points. Figures 38 through 41 show
techniques for accomplishing this task.

Provide stimulus test points to force input values which would otherwise
require many steps to set, Especially with counter circuits, teat program execution
may become Inordinately long if the entire circuit chain can only be stimulated from
one end. In these cases, as Illustrated in Figure 42, internal points should be made
accessible at locations which the performance of the individual packages (ICs) may
be both monitored and have test stimuli injected. As an example, a 3-stage 12-bit
counter chain would take 4,096 steps to test from one end, whereas only 16 steps
are required for test If the inputs and outputs of the Individual packages are
accessible.

Provide stimulus teat points to open feed-back loops. Feed-back loops In
logic circuitry present two testability problems. First, they make It more difficult to
generate the test patterns because the feed-back modifies the effect of the Injected
test patterns. Secondly, they Increase the size of the fault-isolation ambiguity group
because any fault In the loop propagates to all points in the loop, The solution to
the feed-back problem Is to break the feed-back loop either through jumper wires on
the board edge or by the Insertion of additional logic, components which allow one to
block the feed-back and possibly also to Inject additional test signals, Examples of
these techniques are shown in Figures 43 through 47.

The additional 2-Input AND gate Inserted In the circuit of Figure 43 allows
one to block the feed-back by placing a logic low on the testpoint, thereby producing
a logic low at the Input to the left-hand logic block.

In Figure 44, the use of an external jumper to break the feod-back path is
shown as one solution which, however, may not be usable at high frequencies
because of the added path length. It requires two connector points. An alternate
approach which allows one to put a logic high on one of the Inputs to the right-hand
AND gate Is shown In the lower portion of Figure 44. Placing a logic low on the
Input of the Inverter will disable the feed-back path and allow input 0 to reach the D-
type flip-flop. Figures 45 and 46 show similar examples of the use of additional logic
to control the feed-back path.

Sometimes the feed-back Is not Implemented by a single logic line but by
(potentially a large number of) parallel lines. In this case, as Illustrated In Figure 47,
a multiplexer can be used effectively to disable the feed-back path and allow the
Injection of test signals via pins 2, 3, 4, and 5 of the multiplexer,
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The following list Is excerpted from MIL-STD-2165 and Is Intended to
summarize UUT test point selection. The number and placement of such test points
Is based upon the following:

o Test points are selected based upon fault-Isolation requirements.

o Test points selected are readily accessible for connection to ATE via
system/equipment connectors or test connectors.

o Test points are chosen so that high voltage and current measurements
are consistent with safety requirements.

o Test point measurements relate to a common equipment ground.

o Test points are decoupled from the ATE to assure that degradation of
equipment performance does not occur as a result of conneoctore to the
ATE.

"o Test points of high voltage or current are physically isolated from test
points of low logic level signals.

o Test points are seleoted with due consideration for ATE
Implementation and consistent with reasonable ATE frequency
requirements.

o Test points are chosen to segregate analog and digital circuitry for
Independent testing.

o Test points are selected with due consideration for ATE
Implementation and consistent with reasonable ATE measurement
aocuracles,

Acceptance testing for modules shall normally be performed using only
the module I/0 connector, and shall not depend on testing performed previously to
assure the module meets Its functional and parametric requirements, However,
exceptions to this requirement may be granted on a case-by-cas basis, as follows:

Test points may be used for acceptance testing on very complex digital
modules where the controllability and observabillty of LSI or VLSI circuits cannot
otherwise be achieved to the degree necessaty to meet the Internal gate-level
coverage requirement (usually 95 percent). Test points may be used for acceptance
testing on complex analog modules where necessary to test all orltlcal circuit
operations.
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5.2 Test Header

The test header incorporated in a UUT generally consists of a
maintenance-use-only connector which provides the necessary access to test points
In the off -line test mode. In all modules, the number of Input and output lines which
can be dedicated to measurement and stimulus test points Is limited. This limitation
can be somewhat overcome by using one input-output line for several test points
and bringing the line out through the test header. There are seven types of
techniques for combining the test point access:

o Multiplex the measurement test points

o Convert several test point values into serial data (parallel-to-serial
conversion)

o Compress date taken over several clock steps into a signature
(signature analysis)

o Decode or demultiplex test point stimulus signals

o Convert serial input data to values on several test points (serial-to-
parallel conversion)

o Use an LSSD or equivalent method

o Use a digital testability bus.

Most of these design approaches can only be applied to digital circuits
and require MSI or larger packages. One or more of these techniques should be
used, independently or In combination, In the circuit design of each module.

Test header use is confined to assisting in off-line testing. The header is
not to b-b used In any other application. Any continuous monitoring Is accomplished
through the use of Input and output pins. Many modules will be relatively easy to
test and fault Isolate, while others may be quite difficult. Therefore, test header
usage rules should vary depending upon the needs of the individual module. The
following test header usage shall apply to each module, when test connector usage
Is allowed, and are listed in order of descending preference:

o Only outputs shall be brought to the test connector to enhance
observability. No driving of inputs nor overdriving of outputs shall be
performed.
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o Only outputs and Inputs which do not require critical timing, or are not
affected by parasltics (such as trl-state controls) shall be brought to the
test connector. No overdriving of active outputs shall be performed.

o Overdriving of active outputs may be performed only as a last resort
on the most complex modules, with a test afterwards to verify that the
module was not damaged.

o Physical breaking of signals through the test connector shall not be
allowed under any circumstances.

Use of the test header Is allowed for all GO/NOGO and fault-isolation
testing In the authorized maintenance environment without restriction. However,
proper caution should always be exercised so that the test equipment utilized does
not present to the header pins an excessive amount of resistive or capacitive
loading. Resistive values less than 100 K ohms and capacitance values in excess
of 50 picofarads are deemed excessive.

5.3 Increasing I/O Visibility

The structured techniques discussed eadler (e.g., scan design) Inherently
Improve the test visibility of the circuitry In question, Less structured techniques are
also available for SSI, MSI level designs. Figure 48 shows a shift register used to
capture a test vector from multiple critical circuit nodes on a PC board. The number
of nodes could be 8, 16, 32 or more depending on the shift register used. The test
vector Is then shifted serially off the board. Thus, with only a small number of I/0
pins (i.e., shift clock, output, etc.) a large test vector readout can be achieved. Since
the shift register presents a high input resistance to the nodes and drives off the
board via a low output resistance, the electrical situation Is optimal. The system
penalty is that board real estate must be used to accommodate the shift register
chip.

Figure 49 depicts an alternate approach. Here a multiplexer is used to
capture critical circuit nodes. By controlling the multiplexer address via MUX select
lines on the PC board edge connector, a single node at a time can be selected and
read out. The result is the same as with the shift register, many nodes can be
accessed with a small penalty In I/0 edge pins. Here too the electrical situation Is
optimal and the penalty to achieve increased visibility similar to the shift register
case. Which approach is selected will probably depend on the test philosophy. Is
the data usually read out on all nodes during a test cycle or is less than a total read
more likely? The shift register is probably preferable in the former case and the
MUX in the latter.
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5.4 Fault Signature/Fault Dictionary

The Fault Signature/Fault Dictionary technique sometimes provides an
excellent method for fault isolation of a logic fault within a complex digital device.
The application of selected test patterns to the input and a comparison of the output
values to the predetermined expected value for a fault-free circuit can Identify a
failed component provided the fault signature Is lodged In the program dictionary. In
some cases the fault may be unlisted or isolated to a group of components and
require additional application of the guided probe technique to resolve the
discrepancy (Rster to Section 5.5).

In order to establish a fault dictionary for a particular circuit card, a logic
simulation run Is conducted. An Inventory of selected faults Is established and the
test steps where failures are first detected are recorded along with Input/output
pin states. The pin states that differ from those of a known-good circuit are stored In,
a dictionary file. Actual failures cause the test system to search the dictionary for a
match at the failed test step and matching failed output pins. Since the actual failure
mode possibilities are usually too numerous to be simulated, the possibility exists
that a fault will occur for which there is no dictionary match. If an unlisted fault does
occur, the fault will be detected but may be misdiagnosed. Actually three
possibilities exist: correct diagnosis, Incorrect diagnosis, and no match,

The problems associated with the standard fault dictionary technique, as
described above, can be reduced through the use of dynamic dictionary look-up
fault-isolation methods. These methods are Implemented by reorganizing the
dictionary structure, processing the dictionary In real time and applying the specific
algorithms.

5.5 Guided Probe/Clip

Probably the most common fault-isolation technique In use Is the guided
probe or multi-contact clip that Is applied manually to the point under Investigation.
Accessibility to the point to be tested can sometimes be denied due to circuit layout,
modern packaging techniques or the application of conformal coatings. These
restrictions are overcome by the careful selection of the best available test point,
addition of test points (see Para.5. 1) and penetration of the conformal coating.

The overall effectiveness of the guided probe/clip depends upon the
circuit testability characteristics, the depth of the software used to direct the operator
to the proper test point, and the system program to manipulate the data from the
probe to yield accurate fault Isolation. One significant disadvantage of the guided
probe Is the slowness Inherent In physically moving the probe numerous times,
However, the technique most often does result In the eventual Identification of the
faulty component. Combination@ of fault signature/fault dictionary and guided
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probe/clip can often speed up the process via the computer-based attributes of the
former technique while still maintaining the accurate isolation properties of the latter,

Node access i needed to fault Isolate PCBs by the guided probe
technique. To achieve nodal access (measurement and stimulus test points), design
consideration and real estate must be provided at the early design stages.

Providing individual probe access to each device pin could require 20-25
percent of the total PCB space and would be a considerable trade-off consideration
in the decision of whether to use SMD for a design. Fortunately, a typical digital
logical design may have 3 to 4 or more component leads per node. One probe
access per node should be sufficient for maintenance diagnostics by guided probe.

One visibility point per node Is not enough to provide for isolation of PCB
trace opens. However, this failure mechanism Is not common for fielded PCBs that
have not been mishandled, Fault Isolation to the component level, Including open
Input or output connections, Is possible with one contact point per node,

It is recommended that contact points be no closer than 50 mil centers.
Leads from device pads to test pads should be necked down to a maximum of one
half of the solder pad width to provide for thermal Isolation during the soldering and
de-soldering processes. Examples of probe contact pad layout are shown In Figures
50 and 51.

Physical access to each node may also be obtained by providing test
connectors called test headers. The test header provides the additional advantage
of making the node available without the need to puncture a PCB's conformal
coating. As shown In Figure 52, the PCB area penalty to provide 100 percent access
to all device pine might be as much as one third of the total PC area, However,
complete nodal access (typically four pins per node) could be provided using one
ninth of the PCB space.

Since the guided probe Is the predominant fault-isolation technology used
at the Intermediate and Depot maintenance levels, it Is very desirable to provide the
abilily to physically probe critical nodes as described In Section 5.5. If, however, a
determination Is made that providing for physical probe points would prevent a
system from meeting Its program objectives of size and weight, it might be
necessary to rely on one or more other fault-lsolatlon or nodal access techniques,
The following techniques could be used without nodal access:

No Fault Isolation

In some circumstances, such as when the PCB reliability is very high, and the
manufacturing cost is low, it may be desirable to scrap rather than repair defective
PCBs.
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Artificial Intelligence (Al)

Al may be used In combination with other techniques to help determine the most
likely cause of the failure.

On-Chip BIT

LSI, VHSIC, and custom gate array devices may have built-in self test capability. A
PCB designed exclusively of theme devices could control and utilize this test
capability to report device failure Information, If direct nodal access Is not possible,
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and the techniques above do not provide the solutions, electrical nodel access can
be provided by multiplexing or scan techniques.

5.6 Use of TM Bus

The incorporation of a standard testability bus in the system architecture
greatly enhances the capability to fault Isolate an assembly to a defective module.
The description of this concept and details of its application are contained In Section
7.0.

6.0 PHYSICAL PACKAGING

Automatic electronic assembly technology, currently In use by most
military electronic equipment manufacturers, Is forcing a definite change to the
physical form of the circuit components. The trend toward ICs with high pin counts
(above 48) and higher frequency requirements Is also dictating a move away from
the almost standard Dual In-line Package (DIP) and formed lead components. The
advent of VLSI technology requires new and more dense packaging and has
accelerated the trend away from conventional PCB layout and assembly.

Numerous new component forms are becoming evident as technology
and manufacturing techniques advance. There Is a strong trend toward surface
mounted devices (SMD) which provide real assembly advantages and superior
circuit characteristics at higher frequencies. The move to surface mount assembly Is
probably the most Important factor that will determine which packages are dominant
In the Industry. There are essentially three distinctive new styles or classes of
packaging prominent in the Industry to enhance auto assembly and dense
packaging strategies. These three are the chip carders, the small-outline (SO), and
the pin grid array (PGA). Of these, the pin grid array Is a through-board mounted
device.

The following paragraphs will describe the newer packages and address
the test related peculiarities.

6.1 Surface Mounted Devices

A surface mounted device or component Is a component whose electrical
contact to the PCB Is on the same side of the board as the component Itself, These
devices do not require a hole through the PC0. The tighter packing density of
surface mount compatible packages Is allowing systems manufacturers to meet the
function and space demands by reducing PCB real estate by as much as 70
percent. Small packages, called chip carriers, have recently been developed for
high-density packaging applications. The benefits of surface mounting, which Is the
method required for chip carriers, include alleviation of many of the constraints
Imposed by through-the-board mounting associated with DIPs. For example, one-
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sided circuit boards using surface mounted components have a very smooth
underside that Is well suited to mounting against a heat sink providing even and
effective temperature stabilization. Because of their many desirable characteristics,
chip carriers are replacing DIPs at all pin counts and the Small-Outline (SO)
package Is becoming popular for low pin count use.

Surface mounted packages, like chip carriers and small outline packages,
are too small to be placed by hand and require automated assembly techniques.
Automated assembly techniques have the added advantage of providing more
consistent quality, higher production rates, and lower unit assembly cost.

6.2 Chip Carriers

The surface mounted basic chip carrier, as shown in Figure 53, is not a
total replacement for through-the.board IC packaging due to imposed limitations on
total pin count. For units with over 68 pins a packaging technique called pin grid
array is used,

Chip carriers are generally available In four versions:

o Leadless Ceramic Chip Carder (L0CC)

o Leaded Ceramic Chip Carrier (LDCC)

o Plastic Chip Carrier (PLCC or PCC)

o Pin Grid Array (PGA)

The term "leadless" Indicates that the package has a leadless footprint.

The LCCC Is primarily a ceramic substrate with metelized conductors
extending from the die-attached cavity to the periphery of the substrate, down the
edges and slightly around the underside. Most versions have a die cavity and use
normal cavity sealing practices. One of the most common constraints to the LCCC Is
that the board/package Interface Is rigid. The thermal expansion of the ceramic is
sometimes sufficient to cause the package dimensions to change enough to break
the ceramic, or disrupt the electrical connection between the package and the
board. Careful mechanical matching techniques can generally alleviate this problem;
however, temperature excursions caused by system start up or high
performance/high power operation will aggravate the problem,

The LDCC is produced In the same general form as the LCCC except that
Instead of the conductors being turned under the underside of the board, they are
brought out at right angles to the edge as shown In Figure 54,
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FIGURE 53. SURFACE MOUNTED LEADLESS CHIP CARRIER

FIGURE 54. SURFACE MOUNTED LEADED CHIP CARRIER
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The leads of the LDCC provide the mechanical compliance necessary to
permit use of a ceramic chip carrier with an epoxy circuit board.

The plastic chip carrier Is constructed using techniques that are virtually
Identical to the plastic DIP. The principal difference is the positioning of the leads
which are turned under the underside to form the "J" lead which effectively produces
the same footprint as the LCCC. The PLCC Is usually categorized as leadless.
Figure 55 provides a summary Illustration of JEDEC chip carriers.

6.3 Small Outline (SO) Packages

The second new class of package currently very popular for use where
very little PCB real estate Is available is the SO package. In appearance It looks like
a micro-miniature DIP with leads bent down and out from the body for surface
mounting. It occupies approximately one fourth of the surface area of the DIP;
however, In configurations of greater than 20 leads or more, it occupies greater
space than the PLCC.

The SO Is available In 8-, 14-, and 16-pin versions with an 0. 150 Inch
width and in 20-, 24., and 28-pin versions with an 0.30 inch width. Figure 56
Illustrates an SO package.

6.4 Pin Grid Arrays

The third new class of packaging, the pin grid array, Is not a true surface
mount device although It Is similar In outline to the chip carrier. It Is a through-the-
board mounting device capable of accommodating a large number of pins. Although
there are numerous mounting problems, It does provide the best solution for
mounting situations requiring more than 124 leads. It Is widely used In large main
frame computer applications.

The PGA, shown In Figure 57, Is normally constructed from a ceramic
substrate with metalized conductors from the IC attachment area to an array of pins
located on the underside of the package. The pins, used for through-the-board
mounting, are spaced in a regular rectangular pattern with 0.10 inch spacing and
0.10 inch pitch.

The dense array of pins creates significant board layout problems and
soldering and desoldering problems are prevalent. On the positive side, however,
the PGA is compatible with assembly methods used for DIPs, Is extremely rugged,
Is highly area efficient, and can dissipate significant amounts of power (12 watts).
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FIGURE 56. SMALL OUTLINE (SO) PACKAGE

FIGURE 57. PIN GRID ARRAY (PGA)
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There Is a surface mounted version of the PGA which uses a pad grid
array on the underside of the carrier. This unit does have the thermal expansion
problems of the LOCC and the irespection of the soldered joint Is Impossible.

6.5 Packageless Configurations

A fabrication technology wherein the IC device unpackaged Is attached to
the board with adhesive, and the leads from the die are bonded directly to the board
traces, Is called chip-on-board packaging. This process In inexpensive applications
Is especially useful where a high level of protection Is not required.

Tape Automated Bonding (TAB) Is another assembly technology which Is
becoming a significant packaging technology. A sandwich of conducting material,
usually copper, and a stable dielectric film, such as a polymide, Is formed. The film is
accurately removed and the beams etched to match the package lead frame at an
end and the IC bonding pads on the other. The sandwich Is bonded to the IC and
attached to the lead frame, A critical advantage of this process for VLSI circuits is
the beam separation maintenance by the tape.

In the late 19709 military systems used flat packs for nearly 45 percent of
IC requirements. Today, chip carriers are the normal mode In nearly all new military
systems dosign especially In airborne systems, with their need for extreme
miniaturization and excellent thermal transfer characteristics. The next generation of
avionics systems will likely use chip carriers exclusively. The leadless carrier Is not
expected to be prevalent due to the mechanical problems associated with Its lack of
compliance to absorb stresses Imposed by thermal shock. The leaded ceramic chip
carrier Is becoming more and more common and Is.expected to displace the
leadless version. Military systems manufacturers are Increasingly using chip carriers
to house multi-chip assemblies built In captive hybrid facilities.

The trends In military computers are similar to those noted above but
there Is more Interest In plastic packages. The leaded carrier Is being accepted here
due to its good thermal conductivity compliant leads and hermetic seals,

6.6 Testing Surface Mounted Devices

With the Increased use of SMD PCBs, the Intermediate and Depot ropair
processes will change to adapt to this new technology. Equipment presently being
used to test and repair conventional PCBs may have limited or no capability to
handle SMDs.

Surface mount technology causes test problems and, as a result, test
techniques will change to accommodate these problems. The predominant fault-
Isolation technique at the Intermediate shop and Depot level has been the guided
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probe. Significant testability enhancements must be made to SMD PCBs to make
effective use of the guided probe for fault Isolations to an ambiguity group of one at
the component level.

For many SMD packages, the actual device contact surface may not be
accessible. Additionally, the contacts may be so close or fragile that probing could
damage the component, lead, or PCB. One Increasingly popular concept Is to mount
the base IC chip directly on the PCB, either using wire bonds, or a reflow solder
technique in which the IC chip pads directly solder to the PCB.

Often with SMT PCBs an individual component may only be replaced
once before the P06 may be scrapped. This Is caused by the fact that smaller
traces and pads cannot endure as much heat as larger pads or traces. Also, more
heat must often be applied to remove or Install stn SMD since all device connections
may have to be heated at one time. This requires that the entire repair process be
considered when making logistic and testability trade-off"

7.0 TEST AND MAINTENANCE BUS

7.1 Overview

The TM bus has been discussed In various preceding paragraphs. This
section provides additional detail on the VHSIC TM bus although the document
entitled "VHSIC Phase 2 Interoperability Standards, TM Bus Specification" should
be obtained by anyone desiring the complete and official VHSIC TM Bus
Specification. Also discussed in this section are other TM Bus Initiatives by the
JTAG and IEEE Committees.

7.2 VHSIC TM BUS

A TM bus consists of a set of signal lines that provide a serial path for test
and maintenance control and data information. It Is a linear, multi-drop
communications media which transfers bit serial data between a "Master" module
and a nui nber of slave modules residing on a single back plane.

Th,'.e contractors - Honeywell, TRW, and IBM - through their VHSIC
Phase 2 efforts, have generated a specification foi' a standard TM bus utilizing only
four I/O pins. A review of this specification supports the conclusion that it provides
an excellent standard approach accomplishing all benefits cited in Section 3,5 with
the least real estate penalties. A brief description of this bus follows, For complete
details, refer to the official VHSIC TM Bus Specification.
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7.2.1 Physical Requirements

The specification provides for a serial path consisting of four lines
between the master and slave modules with capacity for paralleling up to a total of
32 slave modules Each of these lines is dedicated to a particular bus signal.
These signals are:

o Clock
o Master Data
o Slave Data
o Control

Figure 58, TM Bus Signals, depicts the general master-slave module
relationship and Indicates signal flow. The bus signal characteristics are described
in the following paragraphs.

FROM CLOCK SOURCE

CLOCK
..... .............................•.............. _

TM-BUS MASTER DATA

....... -........

SLAVE DATA -T TE

I 4,, TO OTHER
SLAVES

FIGURE 58. TM SIGNALS
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7.2.2 Electrical Requirerments

As stated previously, there are four signal types that make up the TM bus.

All bus signals use negative logic, i.e., the logic 'I' state (or asserted state) Is the
lowest voltage level and the logic '0' state (or released state) Is the higher voltage
level on the bus.

The TM bus CLOCK signal Is a single phase clock. All control and data
transfer operations are synchronized with the TM bus CLOCK signal. All data and
commands are placed on the TM bus on the high to low transition of the clock and
latched-in on the next high to low transition, The CLOCK signal Is typically 6.25
MHz and single phase. Specific voltage levels, rise and fall time and duty cycle data
are contained in The VHSIC TM Bus Speoification.

The TM bus MASTER DATA signal Is a single uni-dIrectional line used to
transmit device addresses, Instruction data, and/or scan data from the MASTER to
the SLAVE(s). The MASTER DATA line Is also used In conjunction with the
CONTROL line to Indicate bus states.

The TM bus SLAVE DATA signal Is used to transmit acknowledgements,
data, and/or Interrupts from the SLAVE(s) to the MASTER. The TM bus SLAVE
DATA line supports a wired OR configuration.

The TM bus CONTROL signal Is a single uni-directional line from the
MASTER to the SLAVE(s). When the CONTROL line Is asserted, the bus Is placed
In the DATA TRANSFER state. When the CONTROL Is released, the bus Is In the
PAUSE or IDLE state.

The bus signal lines have a characteristic Impedance of between 20 and
50 ohms and are terminated In the Thevenin-equivalent of a terminating resistor of
30 - 40 ohms in series with a voltage source of between +1.9 and +2.1 volts.
Specific module requirements for line Input capacitance and Inductance, AC and DC
voltage ranges, timing relationships, etc. can be found In the VHSIC TM Bus
Specification.

7.2.3 Data Link Requirements

The TM Bus Is the channel for control and data information flow between
a maintenance controller end the modules within a system. The module In control of
the TM Bus is referred to as the "MASTER", All other modules on the bus are
referred to as "SLAVES". The Information transferred and the scheduling of data
and commands Is system dependent and Is not addressed In the TM bus
Specification. Table 3 - TM Bus Design Parameters and Characteristics.
summarizes the TM Bus design.
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The master module transmits a header packet and selected data packets.
The slave modules respond by acknowledging the command and/or transmitting any
data jackets requested. The slave will only transmit data packets on command and
will Indicate Interrupts with an appropriately placed Interrupt bit. Complete details of
TM bus operation are outlined In the VHSIC TM bus Specification.

7.2.4 Element TM Bus

The TM bus serves at a board to board level. The Element TM bus (ETM)
is a 6- wire bus used between chips on a board. Thus, each VHSIC chip has 6 pine
allocated for this bus. The functions Include a clock, data In, data out, interrupt,
mode and select,

TABLE 3

TM Bus Design Parameters and Characterltics

o Performance Characteristics o Protocol Characteristics

"* 4-pin bus signals - 8 reserved address bits

"- Synchronous Operation - 32 module addresses (maximum)

"* Two Data Lines - 8 sub-addresses per module
address

"* Module/board compatible - Multi-drop Configuration

"- SLAVE status register - Interrupt Capability
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MISSION

of
Rome Air Development Center

RADC plans and executes research, development, test and
selected acquisition programs in support of Command, Control,
Communications and Intelligence (C11) activities. Technical and
engineering support within areas of competence is provided to
ESD Program Offices (POs) and other ESD elements to
perform effective acquisition of C81 systems. The areas of
technical competence include communications, command and
control, battle management information processing, surveillance
sensors, intelligence data collection and handling, solid state
sciences, electromagnetics, and propagation, and electronic
reliability/maintainability and compatibility.


